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Abstract—The article presents a method for the identification of Linear Parameter-Varying (LPV) models in a Linear Fractional Representation (LFR), which corresponds to a Linear Time-Invariant (LTI) model connected to a scheduling variable dependency via a feedback path. A two-stage identification approach is proposed. In the first stage, Kernelized Canonical Correlation Analysis (KCCA) is formulated to estimate the state sequence of the underlying LPV model. In the second stage, a non-linear least squares cost function is minimized by employing a coordinate descent algorithm to estimate latent variables characterizing the LFR and the unknown model matrices of the LTI block by using the state estimates obtained at the first stage. Here, it is assumed that the structure of the scheduling variable dependent block in the feedback path is fixed. For a special case of affine dependence of the model on the feedback block, it is shown that the optimization problem in the second stage reduces to ordinary least-squares followed by a singular value decomposition.

I. INTRODUCTION

The Linear Parameter-Varying (LPV) paradigm represents a natural extension of Linear Time-Invariant (LTI) models. The property of linearity is preserved in the dynamic relation between input and output signals, but this relation can change over time according to a measurable time-varying signal, the so-called scheduling variable. By virtue of this scheduling signal, LPV models can describe the behavior of many time-varying and non-linear systems accurately. In the existing literature, many methods have been proposed for the identification of LPV models, both in state-space (SS) [14], [17], [19], [20] and input-output (IO) representations [2], [3], [7], [8], [10], [16]. A detailed summary of the available LPV identification approaches can be found in [15].

The main drawback of the IO approaches is that the obtained models are not well suited for controller synthesis. The controller design approaches for LPV models (e.g., [12], [21]) often require the LPV models to be in either SS representation with an affine dependency on the scheduling signal or in a Linear Fractional Representation (LFR) depicted in Fig. I. While restricting SS representations to affine dependency is a necessity in polytopic control synthesis methods, it often requires masking nonlinear dependencies on measured signals as independent scheduling variables leading to significant increase of the scheduling space and conservatism of the synthesis. Compared to such representations, LFRs can easily handle rational dependencies in a simple fashion, thus providing control synthesis methods with reduced conservatism [12]. Hence, identification of LPV-LFR model structures is of significant practical importance.

Very few works have addressed the problem of identifying LPV models in an LFR form. To mention a few, in [9], it is shown that under the assumption of full state measurement, the problem of SISO LPV-LFR model identification can be solved by recursive least-squares. A prediction error method is proposed in [5] and [6], where the mean-squared prediction error is minimized using non-linear programming. In [4], an identification approach is presented for SISO LPV-LFR models with scalar scheduling variable. By suitably manipulating the scheduling signal trajectory, it is shown that, for the noise-free case, the model can be identified using convex optimization. For noisy measurements, tractable convex relaxations are proposed under the assumption that a bound on the measurement noise is known.

In this work, we present a two-stage method for the identification of LPV models with LFRs which can be seen as a step towards direct identification of LPV-LFR models without structural assumptions. The first stage consists of estimating the state sequence of the underlying LPV models using Kernel Canonical Correlation Analysis (KCCA), which has been recently introduced for LPV-SS models in [11]. In a KCCA approach, the correlation between past and future data samples is maximized in order to estimate the state sequence up to a similarity transformation. In the second stage, a cost function is minimized with a coordinate descent algorithm to estimate the latent variables characterizing LFRs and the unknown model matrices in the forward LTI part, using the state estimates obtained at the first stage. It is shown that under the assumption of affine parametric dependency and diagonal structure of the feedback block, the unknown LTI model matrices can be computed using ordinary least square followed by a singular value decomposition. In overall, the main contributions of the paper are: (i) parametric identification of LPV state-space models is obtained with rational scheduling dependencies; (ii) the proposed method provides a computationally efficient alternative to the parametric state-space approaches dealing with non-affine scheduling variable dependencies which are prone to computational and dimensionality problems.
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Fig. 1: Linear fractional representation of LPV systems

II. NOTATION

Let \( \mathbb{R}^n \) be the set of real vectors of dimension \( n \). The \( i \)-th element of a vector \( x \in \mathbb{R}^n \) is denoted by \( [x]_i \) and \( ||x||_Q^2 = x^\top Q x \) denotes the squared weighted 2-norm of \( x \). For matrices \( A \in \mathbb{R}^{m \times n} \) and \( B \in \mathbb{R}^{p \times q} \), the Kronecker product between \( A \) and \( B \) is denoted by \( A \otimes B \in \mathbb{R}^{mp \times nq} \). Let \( \mathbb{N}_n^b \) be the sequence of successive integers \( \{a, a+1, \ldots, b\} \), with \( a < b \). The Moore-Penrose pseudo-inverse of a non-square matrix \( A \) is denoted by \( A^\dagger \).

The representation with the LTI part given by,

\[
P(k) = \begin{bmatrix} \Delta(p_k) \\ w(k) \end{bmatrix}
\]

dependance on past samples is denoted in the same way.

\[ a < b \]

with \( p \), \( A \) is used to express the dynamic dependence of the matrix \( I \) dressed in this contribution.

\[ A \mathbf{x}(k) = \mathbf{B} \Delta(p(k)) \mathbf{z}(k) + \mathbf{C} \mathbf{u}(k) \]

The feedback path is represented by \( \mathbf{x} \), \( \mathbf{z} \) and \( \mathbf{w} \). The variables \( \mathbf{x}, \mathbf{z} \) and \( \mathbf{w} \) are latent (auxiliary) variables whose measurements are not available.

The following assumptions are made on the system (1):

A1. the structure of the feedback block \( \Delta \) is known.
A2. \( I - D_{11} \Delta(p(k)) = 0 \) for all trajectories of the scheduling signal \( p(k) \in \mathbb{P} \).

We now formally state the identification problem addressed in this contribution.

**Problem 1:** Given an \( N \)-length training dataset \( \mathcal{D} = \{u(k), y(k), p(k)\}_{k=1}^N \), identify the LPV system represented by the LFR \((\mathbb{I})\), by estimating the unknown matrices \( \{A, \ldots, D_{22}\} \), to match the input-output behavior of the underlying data generating system.

IV. IDENTIFICATION ALGORITHM

In this section, we describe the proposed method for identification of the LPV-LFR model \((\mathbb{I})\). The method consists of two stages. In the first stage, the estimate \( \hat{x}(k) \) of the state sequence characterizing the LTI block is obtained using Kernel Canonical Correlation Analysis (KCCA) \([11, 18]\).

In the second stage, the latent variable sequence \( z(k) \) and the unknown matrices \( \{A, \ldots, D_{22}\} \) are estimated by minimizing a non-linear least squares cost function using coordinate descent algorithm.

A. KCCA for state estimation of LPV models

In this section, we review Kernel Canonical Correlation Analysis (KCCA) \([11, 18]\) to obtain a state sequence \( \{\hat{x}(k)\}_{k=1}^N \) which is compatible with the given dataset \( \mathcal{D} \).

The model \((\mathbb{I})\) can be represented in a LPV state-space form. By re-writing the latent variable \( z(k) \) in \((\mathbb{I})\) as

\[
z(k) = (I - D_{11} \Delta(p(k)))^{-1} (C_1 x(k) + D_{12} u(k)),
\]

and \( w(k) \) as \( \Delta(p(k)) z(k) \), the following LPV state space representation is obtained

\[
x(k+1) = A(p(k)) x(k) + B(p(k)) u(k),
\]

\[
y(k) = C(p(k)) x(k) + D(p(k)) u(k) + e(k),
\]

where

\[
A(p(k)) = A + B_1 \Delta(p(k)) (I - D_{11} \Delta(p(k)))^{-1} C_1,
\]

\[
B(p(k)) = B_2 + B_1 \Delta(p(k)) (I - D_{11} \Delta(p(k)))^{-1} D_{12},
\]

\[
C(p(k)) = C_2 + D_{21} \Delta(p(k)) (I - D_{11} \Delta(p(k)))^{-1} C_1,
\]

\[
D(p(k)) = D_{22} + D_{21} \Delta(p(k)) (I - D_{11} \Delta(p(k)))^{-1} D_{12}.
\]

The state sequence \( x(k) \) of the LPV model \((\mathbb{I})\) compatible with the date set \( \mathcal{D} \) can be estimated by using KCCA as introduced in [11]. The key idea behind using KCCA approach is that the state is the minimal interface between past and future inputs \( u \), outputs \( y \), and scheduling data samples \( p \). Therefore, maximizing the correlation between past and future data samples yields state estimates which are compatible with the date set \( \mathcal{D} \). For a given horizon length \( d \), let us define past \( \tilde{p}_k^d \in \mathbb{R}^{dn_p} \) and future scheduling data vector \( \tilde{p}_{k+d}^d \in \mathbb{R}^{dn_p} \). w.r.t. time instance \( k \) as

\[
\tilde{p}_k^d = [p(k-d) \ldots p(k-1)]\top, \tilde{p}_{k+d}^d = [p(k) \ldots p(k+d-1)]\top.
\]

The past and future input data \( \tilde{u}_k^d \in \mathbb{R}^{dn_u} \), \( \tilde{u}_{k+d}^d \in \mathbb{R}^{dn_u} \), and output data \( \tilde{y}_k^d \in \mathbb{R}^{dn_y} \), \( \tilde{y}_{k+d}^d \in \mathbb{R}^{dn_y} \) are defined in a similar manner.

The future output samples of the LPV model \((\mathbb{I})\) can be represented in the observability form

\[
\tilde{y}_{k+d}^d = (O_f^d \circ p)(k) \cdot \tilde{x}(k) + (H_f^d \circ p)(k) \cdot \tilde{u}_{k+d}^d + \tilde{e}_{k+d}^d,
\]

where the \( d \)-step forward observability matrix \((O_f^d \circ p)(k) \in \mathbb{R}^{dn_y \times n_x} \) and the forward Toeplitz matrix \((H_f^d \circ p)(k) \in \mathbb{R}^{dn_y \times n_u} \).
\[ x(k) = \left( \bigcup_{i=1}^{d} A(p_{k-i}) \right)(x(k-d) + (R_d^d \circ p)(k) \cdot \bar{u}_k^{d}) \quad (7) \]

where \((R_d^d \circ p)(k) \in \mathbb{R}^{d \times d_{nu}}\) is the \(d\)-step backward reachability matrix which can be easily computed from recursive substitutions of \((5a)\). Here, we also assume that \(R_d^d\) satisfies the structural observability assumption (see [15, Definition 3.34]) and has full column rank, using the state update equation \((5a)\), \(x(k)\) can be written in terms of past data samples as

\[ \dot{x}(k) = \left( (C_f^f \circ p)(k) \right) \left( \tilde{y}_k^{d} - (H_f^d \circ p)(k) \cdot \bar{u}_k^{d} \right) \quad (6) \]

which shows that the value of the state \(x(k)\) at time \(k\) is a function of future input, output and scheduling variables. Here, we assume that \((C_f^f)\) and \((H_f^d)\) are mappings of past and future inputs and scheduling variable data samples. By defining \(z_d^d = (\bar{u}_k^{d}) \in \mathbb{R}^{d(d_{nu} + n_u)}\), \((6)\) and \((7)\) can be rewritten as

\[ x(k) = \left( (C_f^f \circ p)(k) \right) \left[ - (H_f^d \circ p)(k) \right] z_d^d, \quad \text{s.t.} \quad z_d^d \in \mathbb{R}^{d(d_{nu} + n_u)}, \quad (10) \]

where \(\bar{u}_k^{d} \in \mathbb{R}^{d_{nu}}\), \(\bar{y}_k^{d} \in \mathbb{R}^{d_{nu} + n_u}\) are (unknown) mappings of past and future scheduling variable samples to an \(n_G\)-dimensional feature space. Note that \((10)\) and \((11)\) both provide the representation of the state \(x(k)\). However, \((10)\) depends only on future data, while \((11)\) depends only on the past data.

The primal LS-SVM problem for KCCA is given by

\[ \max_{v_j, w_j} \sum_{k=1}^{N} \left( \gamma s_k r_k - \gamma_f \frac{1}{2} s_k^2 - \gamma_p \frac{1}{2} r_k^2 \right) - \frac{1}{2} v_j^T v_j - \frac{1}{2} w_j^T w_j \]

s.t. \(s_k = v_j^T \varphi_p(p_k^{d}) \bar{z}_k^{d} \in \mathbb{R}^{d_{nu}}, \quad r_k = w_j^T \varphi_f(p_k^{d}) \bar{z}_k^{d} \in \mathbb{R}^{d_{nu}}, \quad \forall k \in \mathbb{N}^N, \quad (14)\]

where \(\gamma, \gamma_p, \gamma_f \in \mathbb{R}^+\) are regularization hyper-parameters, \(v_j \in \mathbb{R}^{d_{nu}}\) and \(w_j \in \mathbb{R}^{d_{nu}}\) optimizing \((14)\) represent the directions in the feature space along which the projections of future and past data (\(s_k\) and \(r_k\), respectively) have maximum correlation. In order to solve \((14)\) without explicitly specifying the feature maps \(\varphi_p(p_k^{d})\) and \(\varphi_f(p_k^{d})\), the dual problem is constructed by defining the Lagrangian

\[ L(v_j, w_j, s, r, \eta_j, \kappa_j) = \]

\[ \sum_{k=1}^{N} \left( \gamma s_k r_k - \gamma_f \frac{1}{2} s_k^2 - \gamma_p \frac{1}{2} r_k^2 \right) - \frac{1}{2} v_j^T v_j - \frac{1}{2} w_j^T w_j \]

\[ - \sum_{k=1}^{N} \eta_j^k \left( s_k - v_j^T \varphi_f(p_k^{d}) \bar{z}_k^{d} \right) \]

\[ - \sum_{k=1}^{N} \kappa_j^k \left( r_k - w_j^T \varphi_p(p_k^{d}) \bar{z}_k^{d} \right), \]

\[ \text{where } \eta_j = [\eta_j^1 \cdots \eta_j^N]^T \in \mathbb{R}^N \text{ and } \kappa_j = [\kappa_j^1 \cdots \kappa_j^N]^T \in \mathbb{R}^N \text{ are dual Lagrange multipliers. The dual variables } \eta_j \text{ and } \kappa_j \text{ can be obtained via Karush-Kuhn-Tucker (KKT) conditions, i.e., by setting the gradients of the Lagrangian w.r.t. primal and dual variables } \frac{\partial L}{\partial s_k}, \frac{\partial L}{\partial r_k}, \frac{\partial L}{\partial \eta_j}, \frac{\partial L}{\partial \kappa_j}, \frac{\partial L}{\partial \varphi_p}, \frac{\partial L}{\partial \varphi_f} \text{ to zero. Through simple algebraic manipulations, the primal} \]
variables can be eliminated based on the KKT conditions. The optimal dual variables need to satisfy the following

generalized eigenvalue problem,
\[
\begin{bmatrix}
K_{pp} & \eta_j \\
K_f & 0
\end{bmatrix}
\begin{bmatrix}
\eta_j \\
\kappa_j
\end{bmatrix} = \lambda_j \begin{bmatrix}
\gamma_f K_f + I & 0 \\
0 & \gamma_p K_{pp} + I
\end{bmatrix}
\begin{bmatrix}
\eta_j \\
\kappa_j
\end{bmatrix},
\] (16)

where \(\lambda_j = 1/\gamma\), and \(K_{pp} = \Phi_p^T \Phi_p\) and \(K_f = \Phi_f^T \Phi_f\) are kernel matrices which define the inner product in the feature space. The elements of the kernel matrices are given as
\[
[K_{ll}]_{l,m} = (z_l^d)^T \varphi_f(p_l^d) \varphi_f(p_m^d),
\]
\[
[K_{fp}]_{l,m} = (z_l^d)^T \varphi_f(p_l^d) \varphi_f(p_m^d),
\]
\[
[K_{pf}]_{l,m} = (z_l^d)^T \varphi_f(p_l^d) \varphi_f(p_m^d),
\]
\[
[K_{pp}]_{l,m} = (z_l^d)^T \varphi_f(p_l^d) \varphi_f(p_m^d),
\]
(17a, 17b)

In (17), the function \(\tilde{k}(\cdot, \cdot)\) is a positive definite kernel defining the inner products \(\varphi_f(p_l^d) \varphi_f(p_m^d)\) and \(\varphi_p(p_l^d) \varphi_p(p_m^d)\). Definition of the kernel instead of feature maps \(\varphi_f(p_l^d)\) and \(\varphi_p(p_l^d)\) is called the kernel trick and allows one to formulate the generalized eigenvalue problem (16). An example of the kernel is the radial basis function (RBF) \(\tilde{k}(p_l^d) = \sigma \exp (-||p_l^d - p_m^d||^2)\) where \(\sigma\) and \(\sigma\) are hyperparameters which are usually tuned via cross validation.

By solving the generalized eigenvalue problem (16), the dual variables \(\eta_j\) and \(\kappa_j\) are obtained. From the KKT conditions, the primal variables are given as \(v_j = \Phi_f^T \eta_j\) and \(w_j = \Phi_p^T \kappa_j\).

The estimate of state sequence \(\hat{x}(k)\) for the LPV model (3) compatible with the data set \(D\) is obtained as follows. We parametrize the \(j\)-th component of the estimated state vector \(\hat{x}(k)\) as
\[
[\hat{x}(k)]_j = v_j^T \varphi_f(p_l^d) \hat{z}_l^d + d
\]
Substituting the primal variable \(v_j = \Phi_f^T \eta_j\), and representing the inner product \(\varphi_f(\cdot) \varphi_f(\cdot)\) in terms of the kernel function \(\tilde{k}(\cdot, \cdot)\), we obtain
\[
[\hat{x}(k)]_j = \eta_j^T \begin{bmatrix}
\hat{z}_l^d(p_l^d, \hat{p}_l^d) \\
\vdots \\
\hat{z}_l^d(p_N^d, \hat{p}_l^d)
\end{bmatrix} \begin{bmatrix}
\hat{z}_l^d(p_l^d, \hat{p}_l^d) \\
\vdots \\
\hat{z}_l^d(p_N^d, \hat{p}_l^d)
\end{bmatrix}.
\] (18)

Similarly, for \(w_j = \Phi_p^T \kappa_j\) the estimate of the \(j\)-th component of the state at time \(k\) is given by
\[
[\hat{x}(k)]_j = \kappa_j^T \begin{bmatrix}
\hat{z}_l^d(p_l^d, \hat{p}_l^d) \\
\vdots \\
\hat{z}_l^d(p_N^d, \hat{p}_l^d)
\end{bmatrix} \begin{bmatrix}
\hat{z}_l^d(p_l^d, \hat{p}_l^d) \\
\vdots \\
\hat{z}_l^d(p_N^d, \hat{p}_l^d)
\end{bmatrix}.
\] (19)

\([\hat{x}(k)]_j\) in (18) and (19) are the estimates of the same state value, which are averaged in CCA approach.

**Remark:** Note that, the eigenvalue problem (16) has \(N\) different solutions \(\eta_j, \kappa_j\) for \(j = 1, \ldots, N\). The dual solutions \(\eta_j, \kappa_j \in \mathbb{R}^N\) of the generalized eigenvalue problem (16) can be computed using following economical singular value decomposition (SVD) (11)
\[
\left[
\begin{array}{cc}
\gamma_f K_f + I & 0 \\
0 & \gamma_p K_{pp} + I
\end{array}
\right]^{-1}
\begin{bmatrix}
K_{pp} \\
K_f
\end{bmatrix}
= US \Sigma \begin{bmatrix}
V_1 \\
V_2
\end{bmatrix}^T
\] (20)

**Algorithm 1** Coordinate descent for the estimation of latent variables \(\eta\) and model parameter matrices \(\Theta\)

**Input:** training dataset \(D = \{u(k), y(k), p(k)\}^{k=1}_N\); estimated state sequence \(\hat{X} = \{\hat{x}(k)\}^{k=1}_N\); tolerance \(\epsilon\), maximum number of iteration \(n_{\text{max}}\); initial guess \(Z^0\)

1. **Iterate for** \(n = 1, \ldots\)
   1.1 \(\Theta^n \leftarrow \argmin_{\Theta} \mathcal{J}(Z^{n-1}, \Theta)\)
   1.2 \(Z^n \leftarrow \argmin_{Z} \mathcal{J}(Z, \Theta^n)\)
   2. Until ||\(Z^n - Z^{n-1}\)|| \leq \epsilon or \(n = n_{\text{max}}\)

**Output:** Estimated matrices \(\Theta^n\)

where the dual solutions can be obtained as \(\eta_j = [V_1]_j\) and \(\kappa_j = [V_2]_j\) with \(\cdot\) denoting the \(j\)-th column of the matrix. The dimension of the state \(\hat{x}\) can be chosen by considering only those \(\hat{x}(k)\), which correspond to the \(\hat{n}_x\) most significant singular values contained in \(\Sigma\). We remark that the estimated state sequence \(\hat{x}(k)\), compatible with the data \(D\) is estimated up to a state transformation \(T : \mathbb{R}^{d_n \times n_x} \rightarrow \mathbb{R}^{d_n \times n_x}\) which can have dynamic dependence on scheduling variable \(p(k), \ldots, p(k+d-1)\).

**B. Estimation of \(z(k)\) and the LTI model parameters**

1. **General case:** Once the state sequence \(\hat{X} = \{\hat{x}(k)\}^{N=1}_k\) is estimated, the latent variables \(Z = \{z(k)\}^{N=1}_k\) and the unknown matrices \(\Theta = \{A, B_1, \ldots, B_{22}\}\) of the LTI model (1) can be obtained (up to a similarity transformation) by minimizing the following non-linear least-squares cost

\[
\mathcal{J}(Z, \Theta) = \sum_{k=1}^{N} \left[ (\hat{x}(k+1) - (A \hat{x}(k) + B_1 \Delta(p_k) z(k) + B_2 u(k)) )^2_{Q_z} + \sum_{k=1}^{N} \left[ (y(k) - C_1 \hat{x}(k) + D_{11} \Delta(p_k) z(k) + D_{12} u(k)) )^2_{Q_y}
\right.
\]

\[
+ \sum_{k=1}^{N} \left[ (y(k) - C_2 \hat{x}(k) + D_{21} \Delta(p_k) z(k) + D_{22} u(k)) )^2_{Q_y}
\]

\[
(21)
\]

where \(Q_z, Q_z, Q_y \succ 0\) are positive definite weighting matrices. The cost function is minimized w.r.t. \(\{Z, \Theta\}\) using the coordinate descent approach described in Algorithm 1 under the assumption that \(\Delta(p(k))\) is known. Note that, the solution at Step 1.1 and 1.2 of the algorithm can be computed analytically through linear least-squares.

In Algorithm 1, initial guess \(Z^0\) values are chosen randomly from a uniform random distribution.

2. **Affine dependence:** Although in the general case there is no reliable initialization for \(Z^0\), in the special case of affine dependence of (3) on \(\Delta(p(k))\), we can use Algorithm 1 in an efficient manner. Hence, consider the LFR model (1) with the following assumptions:

- \(D_{11} = 0\), which corresponds to LPV models with affine dependence on \(\Delta(p(k))\),
- \(\Delta(p(k)) = \varphi(p(k)) I\), i.e., the feedback block \(\Delta\) has a diagonal structure with known real-valued basis functions \(\varphi : \mathbb{R} \rightarrow \mathbb{R}\).
As $D_{11} = 0$, we have

$$z(k) = C_1 x(k) + D_{12} u(k). \quad (22)$$

By substituting (22) into (1) we obtain the following state space model,

$$x(k + 1) = A x(k) + B_1 \Delta(p(k)) C_1 x(k) + B_1 \Delta(p(k)) D_{12} u(k) + B_2 u(k), \quad (23a)$$

$$y(k) = C_2 x(k) + D_{21} \Delta(p(k)) C_1 x(k) + D_{21} \Delta(p(k)) D_{12} u(k) + D_{22} u(k). \quad (23b)$$

Using the assumption $\Delta(p(k)) = \varphi(p(k)) I$, the unknown matrices $\Theta$ in (23), can be solved in a least-squares sense by minimizing the cost

$$J(\Theta_1, \Theta_2) = \sum_{k=1}^N \left\| \begin{vmatrix} \hat{x}(k+1) \\ y(k) \end{vmatrix} - \Theta_1 \Theta_2 \begin{bmatrix} 1 \\ \varphi(p(k)) \end{bmatrix} \right\|_Q^2, \quad (24)$$

where $Q = \text{diag}(Q_x, Q_y) > 0$,

$$\Theta_1 = \begin{bmatrix} A & B_2 \\ C_2 & D_{22} \end{bmatrix},$$

$$\Theta_2 = \begin{bmatrix} B_1 C_1 \\ B_1 D_{12} \end{bmatrix} = \begin{bmatrix} B_1 \\ D_{21} \end{bmatrix} \begin{bmatrix} C_1 & D_{12} \end{bmatrix}. \quad (25)$$

Once the least-squares cost $J$ in (24) is minimized w.r.t. $\Theta_1$ and $\Theta_2$, the matrices $\{A, B_2, C_2, D_{22}\}$ are obtained by appropriate partitioning of $\Theta_1$. The matrices $\{B_1, D_{21}, C_1, D_{12}\}$ are reconstructed by economic Singular Value Decomposition (SVD) of $\Theta_2$. Specifically, let $U$, $\Sigma$ and $V$ be the matrices obtained from the economic SVD of $\Theta_2$, i.e. $\Theta_2 = U \Sigma V^\top$ which gives

$$\begin{bmatrix} B_1 \\ D_{21} \end{bmatrix} = U \Sigma^{1/2}, \quad \begin{bmatrix} C_1 & D_{12} \end{bmatrix} = \Sigma^{1/2} V^\top. \quad (25)$$

The individual matrices are obtained by proper partitioning using the estimated state dimensions $\hat{n}_x$ and known dimensions of inputs $n_u$, outputs $n_y$ and $\Delta(p)$ in this way, the computational complexity is reduced manyfolds as the iterations used in Algorithm 1 are not required.

V. NUMERICAL EXAMPLES

In this section, the effectiveness of the proposed method is demonstrated via simulation examples. The output samples $y(k)$ used in the training phase are corrupted by an additive zero-mean white noise $e(k)$ with Gaussian distribution. The effect of the noise on the output is quantified in terms of the Signal-to-Noise Ratio (SNR) defined as $\text{SNR} = 10 \log \left( \frac{\sum_{k=1}^{N_{val}} (y(k) - \bar{y}(k))^2}{\sum_{k=1}^{N_{val}} (e(k))^2} \right)$. The quality of the estimated model is assessed on a noise-free validation data of length $N_{val}$ via Best Fit Rate (BFR) and Variance Accounted For (VAF) criterion defined as

$$\text{BFR} = \max \left\{ 1 - \frac{\sum_{k=1}^{N_{val}} (y(k) - \bar{y}(k))^2}{\sum_{k=1}^{N_{val}} (y(k) - \bar{y})^2}, 0 \right\} \times 100\%,$$

$$\text{VAF} = \max \left\{ 1 - \frac{\text{var}(y - \hat{y})}{\text{var}(y)}, 0 \right\} \times 100\%,$$

with $\hat{y}$ being the simulated model output and $\bar{y}$ being the sample mean of the output over the validation set. The operator $\text{var}(\cdot)$ denotes the variance of its argument.

All computations are carried out on i5 1.7GHz Intel core processor with 4 GB of RAM, running MATLAB R2016b.

Example 1

The LPV system (1) is used for data generation with

$$\begin{bmatrix} A & B_1 & B_2 \\ C_1 & D_{11} & D_{12} \\ C_2 & D_{21} & D_{22} \end{bmatrix} = \begin{bmatrix} 0 & 1 & 0 \\ -0.1 & 0.7 & 0 \\ 0.524 & -0.625 & 0.816 \end{bmatrix}, \quad (26)$$

and the “feedback” path with scalar scheduling variable represented by $w(k) = p(k) z(k)$. Note that, (26) corresponds to rational dependency of (3) on $p(k)$.

Training and validation datasets of length $N = 400$ and $N_{val} = 400$, respectively, are generated by exciting system (1) with input $u$ being a white-noise process with uniform distribution $\mathcal{U}(-1, 1)$. The standard deviation of the noise $e(k)$ corrupting the training output $y(k)$ is 0.05, which corresponds to an SNR equal to 21 dB.

The scheduling signal is given by $p(k) = 0.5 \sin(k) + \delta(k)$, where $\delta(k)$ is a random variable with uniform distribution $\mathcal{U}(-0.5, 0.5)$. In the first stage, the KCCA algorithm is run to estimate the state sequence $\hat{x}(k)$, using RBF kernels $k(p_i, p_j) = \exp \left( -\frac{\| p_i - p_j \|^2}{\sigma^2} \right)$ with parameters $c = 2$ and $\sigma = 10.5$ to construct kernel matrices $K_{pp}$ and $K_{pf}$ in (16). The LS-SVM regularization parameters are chosen based on grid search as $\gamma_p = \gamma_f = 500$ and the past and future window length is $d = 3$. These hyper-parameters are chosen through cross-validation. The dimension of the state is determined by solving the SVD problem (29). The first 50 singular values are shown in Fig. 2. We observe that there is a significant gap between the first two singular values and rest of them. Based on this observation the SVD is truncated to the first two components. In other words, the selected state dimension is $n_x = 2$. The state order of $n_x > 2$ can be selected for higher accuracy, but at the cost of larger computation time. The total computation time to construct the state sequence $\hat{x}(k)$ is 8.7 sec. This includes the time required to solve the generalized eigenvalue problem (16) and to obtain $\hat{x}(k)$ based on (18).

Using the estimated state $\hat{x}(k)$, the cost function $J(Z, \theta)$ in (21) is optimized using a coordinate descent (Algorithm
unknown model matrices. The total computation time to decomposition as in (25) to compute the estimates of the square problem (24) is solved followed by singular value hyper-parameters used in the Example 1 to an LPV model with affine dependence on Table I, for an SNR of 21 dB on training data. The results are focused on the development of alternative algorithms for MIMO LPV models defined via LFRs with multi-dimensional scheduling signal. Current research activities are presented KCCA based approach to the identification of other model classes such as switched models.

VI. CONCLUSIONS AND FUTURE WORKS

In this contribution, we have proposed a method to identify LPV models in a linear fractional representation. The proposed two stage approach consists first in estimating the state sequence using canonical correlation analysis between past and future data. Then, the latent variables in the LFR form and unknown model parameter matrices are estimated by solving a non-linear least squares problem using a coordinate descent algorithm. The proposed method is applicable for MIMO LPV models defined via LFRs with multi-dimensional scheduling signal. Current research activities are focused on the development of alternative algorithms for latent variable estimation and on the application of the presented KCCA based approach to the identification of other model classes such as switched models.
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