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Abstract—Robots are increasingly exploited in production plants, with the need to learn and to adapt themselves to new tasks. This paper focuses on the investigation of machine learning techniques to make a sensorless robot able to learn and optimize an industrial assembly task. Relying on sensorless Cartesian impedance control, a task-trajectory learning algorithm exploiting a limited number of human’s demonstrations (based on Hidden Markov Model), and an autonomous optimization procedure (based on Bayesian Optimization) are proposed to learn and optimize the assembly task. To validate the proposed methodology, an assembly task of a gear into its square-section shaft has been considered. A Franka EMIKA Panda manipulator has been used as a test platform. The experiments show the effectiveness of the proposed strategy, making the robot able to learn and optimize its behaviour to accomplish the assembly task, even in the presence of uncertainties.
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I. INTRODUCTION

Industry 4.0 paradigm [1] is proposing an enhanced production environment in which robots are increasingly required to be intelligent systems. Assembly tasks are one of the most required industrial applications to be executed by a manipulator, autonomously or in collaboration with the human operator. Assembly tasks are still nowadays not trivial to be performed by a robot, requiring a deep knowledge of the assembly procedures, materials, geometry of the parts, etc. [2].

Machine learning offers to robotics a framework and a set of tools for the design of sophisticated and hard-to-engineer behaviours and applications; conversely, the challenges of robotic problems provide both inspiration, impact, and validation for developments in robot learning [3]–[6]. Machine learning techniques have been widely applied to robotics in different fields, such as motor skill learning for human-robot collaboration purposes [7], robot model learning [8], control design and tuning [9], grasping capabilities [10], etc.

Machine learning has found a huge application in robotized task learning [11]. In particular, (i) autonomous task learning methodologies and (ii) collaborative task learning methodologies can be highlighted from the state of the art analysis. Considering (i), the main objective of such approaches is to make the robot able to learn a specific task without any interaction with the human. The following contributions can be identified related to this kind of methodology. In [12] the iterative learning and reinforcement learning procedures are applied to an automotive industrial assembly task, to automatize the compliance controllers parameters tuning. In [13] a policy search method is used to learn a range of dynamics manipulation behaviors without using known models or example demonstrations. [14] proposes a method that combines motion planning with reinforcement learning policy search for efficient learning of assembly tasks. Considering (ii), the main objective of such approaches is to make the robot able to learn a specific task on the basis of human’s demonstrations. The following contributions can be identified related to this kind of methodology. [15] developed a method for learning and
reproduction of complex trajectories for robot programming by demonstration applied to a painting process. In [16] the robot learns a reward function from a demonstration and a task model from repeated attempts to perform the task, thanks to the application of reinforcement learning. In [17] a Programming by Demonstrations approach allows the end-user to program the robot simply by showing it how to perform the task: in fact, the teacher does several demonstrations of the task of juicing an orange, by changing the location of each item to allow the robot to generalize correctly. The same approach is used in [18], where a robot learns how to make a chess move by generalizing across different demonstrations.

Assembly tasks are one of the most investigated applications considering task learning methodologies [19]. In fact, it is not trivial to define a priori the sequence of all the subtasks, the control parameters, etc. In [20] Reinforcement Learning (RL) is applied to compute a geometric motion plan for the robot executing the assembly. Such computation is based on the available parts CAD data. In [21] a strategy to guide the user during the assembly task phases is proposed, on the basis of the assembly CAD data. In [22] the learning of the required assembly forces is performed on the basis of human’s demonstrations. In [23] an optimization algorithm is presented, in combination with impedance control, to optimize the robotic dual peg-in hole assembly task, reducing the assembly time while smoothing the contact forces during the assembly.

Once the reference task has been learned, its (autonomous) optimization and (eventually) adaptation can be performed in order to maximize the task performance while compensating for task uncertainties. Sources of uncertainties are related to the working scenario layout (i.e., positioning of the manipulated parts), assembly properties (i.e., assembly tolerances and parts materials), and noise/uncertainties on the learned task trajectories (i.e., uncertainties on the reference task taught by a human). In fact, considering real industrial production plants, positioning of the parts and their geometry are not always the same, affecting the task execution performance and possibly resulting in task failures. Therefore, task optimization and adaptation capabilities are fundamental to enhance the robotic cell with an intelligent behavior. However, the state of the art approaches related to assembly task learning are only considering fixed and well-defined scenarios, not including such sources of uncertainties. Once the task learning is completed, there is no possibility to adapt its execution to a (partially) new scenario. In addition, the learning, optimization and adaptation of an assembly task with a standard sensorless (i.e., no force/torque sensor) industrial robot is even more difficult [24]. In fact, without the measurements of the interaction forces the assembly procedure has to rely only on the robot Cartesian pose information.

A. Paper contribution

This paper proposes a methodology to make a sensorless robot (i.e., no force/torque sensor is used to close the control loop) able to learn and optimize an industrial assembly task. Relying on sensorless Cartesian impedance control, two main contributions are defined: (1) a task-trajectory learning algorithm, and (2) an optimization procedure of the task execution. Considering (1), a limited number of human’s demonstrations of the assembly task execution are performed, recording the robot Cartesian end-effector pose. The recorded data are then processed by a Hidden Markov Model (HMM) to select the nominal reference assembly task trajectory. Considering (2), a Bayesian Optimization (BO)-based algorithm has been designed to autonomously optimize the impedance control parameters. The objective of the BO algorithm is to maximize the task performance, making the robot able to compensate for task uncertainties. The task-trajectory learning algorithm and the optimization procedure are executed separately for each subtask of the assembly on the basis of a predefined sequence of the subtasks, which can be derived [25] or identified from the part assembly-datasheet. To validate the proposed methodology, an assembly task of a gear into its square-section shaft has been considered. A Franka EMIKA Panda manipulator has been used as a test platform (Figure 1). Experimental results show the effectiveness of the proposed strategy, making the robot able to learn and optimize its behaviour to accomplish the assembly task, even in the presence of task uncertainties.

II. SENSORLESS CARTESIAN IMPEDANCE CONTROL

Sensorless Cartesian impedance control allows to implement a compliant behavior for the target robot, avoiding the use of force/torque sensors. The resulting controlled robot dynamics results in [26]:

\[
M \ddot{x} + D \dot{x} + K \Delta x = -H(q)h_{ext}.
\]

where \( M \) is the impedance control mass matrix, \( D \) is the impedance control damping matrix, and \( K \) is the impedance control stiffness matrix (all matrices including translational and rotational components). \( \Delta x = x - x_d \), where \( x_d \) is the impedance setpoint and \( x \) is the current robot Cartesian pose. \( h_{ext} \) is the robot external force/torque vector. \( H(q) = MJ(q)B(q)^{-1}J(q)^T \) (where \( B(q) \) is the robot inertia matrix and \( J(q) \) is the robot Jacobian matrix) couples the Cartesian degrees of freedom (DoFs). Such a coupling has to be compensated while executing the task.
III. NOMINAL REFERENCE TASK TRAJECTORY LEARNING

Exploiting a limited number of human's demonstrations of the target task, the proposed HMM algorithm allows to select the most consistent demonstrated task trajectory to be used by the robot for the autonomous task execution. In particular, the HMM algorithm is applied to each Cartesian DoF separately, allowing to reduce teaching uncertainties. The complete trajectory is then recomposed to be executed by the manipulator. Exploiting the proposed approach, it is possible to transfer the human's task knowledge to the manipulator, making it able to learn the target application.

A. Hidden Markov Model-based methodology

Following the proposed methodology detailed in Figure 2, the following steps are implemented for the selection of the nominal reference task trajectory (i.e., the impedance setpoint $x^d(t)$) through the HMM algorithm:

- human's demonstrations data recording [27] (Observed trajectories block in Figure 2): the human guides the robot (in manual guidance control mode) to perform the task. The robot end-effector Cartesian pose $x(t)$ is recorded for each time-instant $t$. The recording time is fixed, according to the task execution time. Each trajectory is then divided in 32 sub-intervals with equal duration;
- Short Time Fourier transformation [28] of the recorded data (Short Time Fourier Transformation block in Figure 2): each end-effector Cartesian pose $x$ shifts into the frequency domain for each sub-interval;
- Linde–Buzo–Gray (LBG) clustering [29] (LBG clustering block in Figure 2): it is used to partition a set of input data into a number of clusters (states of the HMM), generating a codebook, exploiting the frequency domain data and the created sub-intervals;
- HMM algorithm [30] (HMM initialization and training block in Figure 2): the HMM approach is applied to select the most consistent task trajectory evaluating the probability of a sub-interval $m$ to be in a HMM state $x^j_{HMM}$, while the next sub-interval $m+1$ is in a state $x^l_{HMM}$ (where $j$ and $p$ denote the generic HMM state, i.e. the generic frequency cluster). The trajectory selection is performed on the basis of the likelihood index [31]: the observation giving the maximum likelihood index is considered to be the most consistent one, and it will be selected as the nominal reference trajectory;
- smoothing the selected trajectory (Trajectory smoothing block in Figure 2): the selected trajectory is post-processed by applying a cubic smoothing spline [32]. The aim of this post-processing is to limit the selected trajectory accelerations (i.e., avoiding motion discontinuities) while preserving relevant trajectory information.

IV. TASK OPTIMIZATION

The proposed BO algorithm [33] allows to maximize the task performance (i.e., avoid task failures, limit interaction forces, guarantee the execution time) and to compensate for task uncertainties (e.g., parts positioning, teaching uncertainties - i.e., residual noise in the nominal reference trajectory, - coupled sensorless Cartesian impedance control dynamics). Such algorithm optimizes both the nominal learned reference trajectory (i.e., the impedance setpoint $x^d_{HMM}$) and the impedance control parameters (i.e., the stiffness and damping parameters $K^k$ and $D^k$).

V. EXPERIMENTAL RESULTS

A video of the proposed methodology (including the HMM algorithm for task learning and the BO algorithm for task optimization) is available at https://www.youtube.com/watch?v=ZCT56C2Gb&ti=1083

A. Reference assembly task description

To validate the proposed methodology, an assembly of a gear into its square-section shaft has been considered (Figure 1). The task is considered successful if the gear is inserted in its shaft, making it engaging with the already installed gear.

The task-trajectory learning algorithm and the optimization procedure are executed separately for each subtask of the assembly on the basis of a predefined sequence. Three main subtasks can be identified:

- **approaching subtask** (subtask #1): the robot has to positioning the part to be assembled in the proximity of the assembly location;
- **insertion subtask** (subtask #2): the robot has to perform the part insertion;
- **pushing subtask** (subtask #3): the final pushing is performed to complete the assembly.

The robotic platform involved in the experiments is a Franka EMIKA panda manipulator. Exploiting its torque control mode (control frequency 1000 Hz), the sensorless Cartesian impedance controller described in Section II has been implemented.

B. Nominal reference task trajectory learning validation description and results

In order to evaluate the proposed nominal reference task trajectory learning methodology (described in Section III), 15 subjects have been involved in the experimental validation. Prior to testing, all subjects have been informed about the evaluation scenario and the testing procedure. In particular, each subject had to perform each subtask 5 times in order to record the robot end-effector Cartesian pose trajectory $x^k(t)$ (with a sampling frequency of 1000 Hz). The subject manually guided the robot (controlled in manual guidance mode) to perform each subtask. After the recording is performed, each subtask has been processed by the proposed methodology in order to select the most consistent subtask trajectory. As shown in Figure 3, the proposed HMM algorithm is capable to select the most consistent trajectory for each Cartesian DoF independently. In particular, the selected trajectory is the one which shows the maximum likelihood index computed by the HMM methodology, and it is highlighted in the plots.
Considering the approaching subtask, the selected nominal reference trajectory $x_{d,1}(t)$ is executed to position the robot in the correspondence of the assembly location. Considering the insertion subtask, the final pose $x_{f,2}$ is extracted from the selected nominal reference trajectory to be used in the BO algorithm for the optimization of this subtask. Considering the pushing subtask, the final pose $x_{f,3}$ is extracted from the selected nominal reference trajectory to be used in the BO algorithm for the optimization of this subtask.

**Remark 1.** Results related to one subject are shown, considering the approaching subtask #1. Results related to the other 14 subjects and to the other two subtasks are similar.

### C. Cost function definition

A specific optimization can be performed for each subtask (i.e., specifically defining a cost function for each subtask). Considering the **approaching subtask**, it is considered that an optimization is not required since such subtask only aims at pre-positioning the manipulated part in the correspondence of the assembly location.

1) **Insertion subtask optimization:** The optimization of the insertion subtask consists in being able to perform the initial insertion of the part in the reference assembly location. Such assembly subtask is the most critical one, since a failure in performing the first insertion of the part will result in a task failure. In addition, such subtask is characterized by the highest position uncertainties in the parts/assembly location w.r.t. the robot reference frame. Therefore, it is of fundamental importance to being able to optimize such subtask while compensating for assembly uncertainties.

In order to perform the optimization of the insertion subtask, the following cost function $J_{BO}^{#2}$ (to be maximize) can be defined:

$$J_{BO}^{#2} = - (G_x d_{x,2} + G_{z,2} e_z + G_{\psi,2} e_{\psi} + G_{f,2} e_f + G_{L,2} L_{#2})$$  \hspace{1cm} (2)

The term $e_{xy}^{#2}$ in (2) is computed as the maximum value of the positioning error in the $x$-$y$ plane:

$$e_{xy}^{#2} = \max \left( \sqrt{ (x_{d,2}(t) - x_{e}(t))^2 + (y_{d,2}(t) - y_{e}(t))^2 } \right).$$  \hspace{1cm} (3)

$x_{d,2}(t)$ and $x_{e,2}(t)$ are the sensorless Cartesian impedance control setpoint and the Cartesian robot end-effector position $x_e(t)$ and $x_{e,2}(t)$ are measured during the experimental task execution. Such term allows to compensate for misalignments related to parts/assembly location position uncertainties and to teaching uncertainties related to the approaching subtask.

The term $e_{z}^{#2}$ in (2) is computed as the maximum value of the positioning error along the $z$ DoF:

$$e_{z}^{#2} = \max \left( \left| x_{d,2}(t) - x_{e}(t) \right| \right).$$  \hspace{1cm} (4)

$x_{d,2}(t)$ is the sensorless Cartesian impedance control setpoint $z$ coordinate. The Cartesian robot end-effector position $x_e(t)$ is measured during the experimental task execution. Such term allows to compensate for misalignments related to parts/assembly location position uncertainties and to interference effects of the parts.

The term $e_{\psi}^{#2}$ in (2) is computed as the maximum value of the rotational error along the $\psi$ axis:

$$e_{\psi}^{#2} = \max \left( \left| \psi_{d,2}(t) - \psi_e(t) \right| \right).$$  \hspace{1cm} (5)
The term $e^\#_2$ in (6) is computed as the maximum value of the estimated interaction force:

$$e^\#_2 = \max \left( \sqrt{f_x(t)^2 + f_y(t)^2 + f_z(t)^2} \right).$$  

The $i^{th}$ estimated interaction force is computed as:

$$f_i(t) = K^\#_i \left( x^d_i(t) - x_i(t) \right).$$  

Such term allows to avoid too strong interaction between the robot and the environment, avoiding for safety emergency stop and/or task failures.

The term $L^\#_2$ in (7) is introduced to penalize subtask failures. Such failures are related to safety emergency stop of the robot (such as extra interaction force/torque identified by the robot controller). In addition, failures are related to the impossibility in finding the insertion location. Such failure is identified by the monitoring of the term $e^\#_2$. If such error increases over a specified threshold $\bar{e}^\#_2$, the subtask is considered as failed. In fact, this means that the manipulated part has not be properly inserted in the target location. In the case of a failure, the optimization is stopped and penalized, the robot is re-positioned to the starting subtask position and the next optimization iteration is started. The penalty $L^\#_2$ is imposed as:

$$L^\#_2 = e^{-T^\#_2} \text{ if } e^\#_2 > \bar{e}^\#_2,$$  

where $T^\#_2$ is the target subtask execution time.

The terms $G^\#_{x,y}$, $G^\#_{x,z}$, $G^\#_{x,y}$, $G^\#_{f}$, and $G^\#_{L}$ are gains related to the specific cost function term.

2) Pushing subtask optimization: The optimization of the pushing subtask consists in being able to finalize the assembly task (e.g., a pushing force is required to complete a mechanical fixing of the part on a reference surface).

In order to perform the optimization of the pushing subtask, the following cost function $J^\#_3$ (to be maximize) can be defined:

$$J^\#_3 = - \left( G^\#_{x,y} e^\#_{x,y} + G^\#_{x,z} e^\#_{x,z} + G^\#_{f} e^\#_{f} + G^\#_{L} L^\#_3 \right).$$  

The term $e^\#_3$ in (9) is computed similarly to $e^\#_2$ in (4). Such term allows to avoid any stacking behavior during the subtask execution.

The term $e^\#_4$ in (9) is computed similarly to $e^\#_2$ in (5). Such term allows to compensate for misalignments related
to parts/assembly location orientation uncertainties and/or for parts engagement.

The term $e_f^3$ in (9) is computed as the maximum value of the force error along the vertical direction:

$$e_f^3 = \max \left( |f_G^d - f_G(t)|^2 \right). \quad (10)$$

where the estimated interaction force $f_G(t)$ is computed as in (7) and $f_G^d$ is the assembly reference force. Such term allows to penalize task failures.

The terms $L^3$, $G_x^3$, $G_y^3$, and $G_z^3$ are gains related to the specific cost function term.

**D. Task optimization validation description and results**

After the task trajectories are learned for all the subjects, an optimization has been performed independently for each subject-taught task, modifying the assembly location pose differently for each optimization execution (Figure 4). The following range of variation has been considered: $\pm 3$ cm for translations x and y, and $\pm 3^\circ$ for rotation z. These uncertainties are, in fact, higher than what can be expected from real industrial assembly tasks. In such a way, it is possible to evaluate the capabilities of the proposed approach to compensate for task uncertainties. Each subtask has been independently optimized, exploiting its specific cost function.

**Remark 2.** Results related to one optimization procedure are shown. Results related to the other 14 optimizations are similar.

1) **Insertion subtask optimization:** Exploiting the cost function $J_{BO}^{3}$ proposed in (2), the insertion subtask can be optimized. Since the insertion subtask is the most critical assembly phase, its optimization has been divided in two sub-optimizations.

The first sub-optimization allows to optimize the $x_x^d$, $x_y^d$, $x_z^d$, $y_x^d$, $y_y^d$, and $y_z^d$ translational DoFs and the $z_x^d$, $z_y^d$, and $z_z^d$ rotational DoF (rotation about the z axis). The considered ranges of the optimization variables are: $x_x^d \in [-7.5, 7.5]$ mm for the x DoF, $x_y^d \in [-7.5, 7.5]$ mm for the y DoF, and $z_z^d \in [-5^\circ, 5^\circ]$ for the z DoF. The proposed ranges exploit the Cartesian pose $x_f^d$ selected by the HMM in section V-B.

In such a sub-optimization, it is possible to find the correct assembly location to perform the insertion. The cost function $J_{BO}^{3}$ observed values over the optimization iterations are shown in Figure 5. The cost function has to be maximized. $J_{BO}^{3}$ values in the range $[-10^{-3}, -10^{-4}]$ are related to the penalty term in (2) (i.e., safety emergency stop or subtask failure). The first sub-optimization returns the optimized parameters $x_x^d, x_y^d$, and $x_z^d$. Such parameters will be used by the second sub-optimization in order to define the optimization variables ranges.

The second sub-optimization allows to optimize the $x_x^d$, $x_y^d$, $x_z^d$, $y_x^d$, $y_y^d$, $y_z^d$, and $z_x^d$, $z_y^d$, and $z_z^d$ translational DoFs and the $y_x^d$ rotational DoF (rotation about the z axis). In addition, the stiffness parameters of $K^d$ are also optimized. The damping parameters of $D^d$ are then computed on the basis of the relation $D = 2e_D^Y / \sqrt{MK^d}$, where $e_D^Y$ is the diagonal damping ratio matrix, in which all the parameters have been imposed equal to 1 (i.e., critical damping imposed to the controlled robot). The considered ranges of the optimization variables are: $x_x^d \in [-1 \text{ mm}, 1 \text{ mm}]$ for the $x^d$ DoF, $x_x^d \in [-1 \text{ mm}, 1 \text{ mm}]$ for the $x^d$ DoF, $x_x^d \in [-15 \text{ mm}, 15 \text{ mm}]$ for the $y^d$ DoF, $x_x^d \in [-1 \text{ DoF}, 100 \text{ DoF}, 4000 \text{ DoF}]$, [1000, 4000] N/m for the translational stiffness parameters, [500, 5000] N/m for the rotational stiffness parameters. Considering the sensorless Cartesian impedance setpoint, the proposed ranges exploit the Cartesian pose $x_f$ selected by the HMM in Section V-B

and the previously optimized parameters $x_x^d, x_y^d, y_x^d, y_y^d$, and $z_z^d$. In such a sub-optimization, it is possible to locally re-optimize $x_x^d$ and $y_y^d$. Notice that in addition, the $x^d$ DoF is optimized to achieve good position-tracking performance. The optimization of the stiffness parameters $K^d$ allows to implement the best compliant robot behavior to perform the target assembly (i.e., being able to insert the part without applying excessive interaction forces). The cost function $J_{BO}^{3}$ observed values over the optimization iterations are shown in Figure 5. The cost function has to be maximized. In this second sub-optimization, no subtask failures are shown. In fact, the insertion location is identified in the previous sub-optimization. The second sub-optimization returns the optimized parameters $x_x^d, x_y^d, y_x^d$, $y_y^d$, $x_z^d$, $y_z^d$, $z_x^d$, $z_y^d$, $z_z^d$, $K^d$, $K^d$, $K^d$, $K^d$, and $K^d$. Such parameters will be used by the pushing subtask optimization in order to define the optimization variables ranges.

2) **Pushing subtask optimization:** Exploiting the cost function $J_{BO}^{3}$ proposed in (9), the pushing subtask can be optimized. In particular, the proposed cost function allows for the exploration and optimization of the required interaction force to be applied to finalize the assembly (i.e., having the robot capable to find the reference surface to complete the assembly).
The optimization of the pushing subtask is performed in one-shot. In particular, the Cartesian DoF $x_{3,d}^z$ and the $K_{3,z}^{s}$ stiffness parameter (i.e., related to the $z$ DoF) are considered as optimization variables. In addition, a sinusoidal motion is superimposed to the DoF $\psi_3$ (i.e., rotation about the $z$ axis) in order to make the gears engagement effective:

$$\psi_{3}(t) = \alpha + \sin(\omega_{3,\sin} t),$$

where $\alpha$ is the sinusoidal motion amplitude and $\omega_{3,\sin} = 1 \text{ rad/s}$ is the sinusoidal motion pulsation. $\alpha$ is included in the optimization variables. The parameters not involved in such optimization are imposed equal to the output of the insertion subtask optimization. The considered ranges of the optimization variables are: $[1000, 4000] \text{ N/m}$ for $K_{3,z}^{s}$, $[0, 15]^\circ$ for $\alpha$. Considering $x_{3,d}^z$, the proposed range exploit the Cartesian pose $x_{3,d}^z$ selected by the HMM in Section V-B. The cost function $J_{BO}^{s}$ observed values over the optimization iterations are shown in Figure 6. The cost function has to be maximized. $J_{BO}^{s}$ values in the range $[-10^{-5}, -10^{-4}]$ are related to the penalty term in (2) (i.e., safety emergency stop or subtask failure). The pushing subtask optimization returns the optimized parameters $x_{3,d}^{z, opt}$, $K_{3,z}^{s, opt}$, and $\alpha^{3, opt}$.

**Remark 3.** Once the optimization of all the considered subtasks is concluded, the optimized values are stored and applied to the autonomous execution of the assembly task.

**E. Autonomous assembly task execution evaluation**

After the proposed HMM+BO procedure has been executed, the autonomous assembly task execution can be evaluated. The proposed approach has been compared with the HMM approach (i.e., without the optimization stage). For each of the 15 subject-taught tasks, 10 repetitions of the assembly task have been performed. Therefore, 150 repetitions of the assembly task have been executed for both the HMM+BO approach and for the HMM approach. The HMM+BO approach has resulted in a successful execution rate of 93%, while the HMM algorithm has resulted in a successful execution rate of 19%. The optimization stage is therefore required in order to compensate for task uncertainties.

**VI. CONCLUSIONS**

The presented paper proposed machine learning techniques to make a sensorless robot able to learn and optimize an industrial assembly task. Exploiting sensorless Cartesian impedance control, a task-trajectory learning algorithm (exploiting Hidden Markov Model) and an autonomous task optimization procedure (exploiting Bayesian Optimization) are derived. To
validate the proposed methodology, an assembly task of a gear into its square-section shaft has been selected. A Franka EMKA Panda manipulator has been used as a test platform. Experimental results show a task success rate of 93% for the HMM+BO approach, w.r.t. a task success rate of 19% for the HMM approach, highlighting the capabilities of the proposed approach to compensate for task uncertainties.

The human demonstrations-based procedure to learn the nominal task trajectories is shown to be very fast, requiring only few demonstrations (5 demonstrations in the paper) to train the robot. This means that 5—10 minutes are enough to accomplish this task. The optimization procedure has been performed as three subsequent optimizations, requiring in total 140 iterations. It is shown that approximately half an hour is needed to perform the complete optimization procedure, that has been completely automatized.

Current and future work is investigating inverse reinforcement learning approaches and model-based reinforcement learning approaches for task learning. In addition, collaborative controllers to relieve the human from the manipulation of heavy loads are under development.
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