Evaluation of Joint Modeling Techniques for Node Embedding and Community Detection on Graphs
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Abstract—Novel joint techniques capture both the microscopic context and the mesoscopic structure of networks by leveraging two previously separated fields of research: node representation learning (NRL) and community detection (CD). However, several limitations exist in the literature. First, a comprehensive comparison between these joint NRL-CD techniques is nonexistent. Second, baseline techniques, datasets, evaluation metrics, and classification algorithms differ significantly between each method. Thirdly, the literature lacks a synchronized experimental approach, thus rendering comparison between these methods strenuous. To overcome these limitations, we present a unified experimental setup mutually comparing six joint NRL-CD techniques and comparing them with corresponding NRL/CD baselines in three different settings: non-overlapping and overlapping CD and node classification. Our results show that joint methods underperform on the node classification task but achieve relatively solid results for overlapping community detection. Our research contribution is two-fold: first, we show specific weaknesses of selected joint techniques in different tasks and data sets; and second, we suggest a more thorough experimental setup to benchmark joint techniques with simpler NRL and CD techniques.

Index Terms—Node Representation Learning, Community Detection, Joint Modeling Techniques

I. INTRODUCTION

Graphs are flexible data structures encoding intricate relations between their nodes. They are exploited in many fields (e.g., cheminformatics, biology, transportation, social media, and communication). The usefulness of graphs drives the importance of graph analytics and its two well-known tasks: Node Representation Learning (NRL) and Community Detection (CD).

NRL techniques aim to efficiently transform nodes into a low-dimensional representation that serves as features in predictive tasks. NRL excels at preserving local graph structure [1] while global community structure, a quintessential feature of modern graphs, is mostly ignored [2]. However, it is demonstrated that NRL improves numerous applications, such as node classification, link prediction, and visualization [3]. On the other hand, CD identifies communities (clusters) of nodes that are similar to each other, where intra-group connections are denser than inter-group connections [4]. Communities define a mesoscopic description of network structures and are, therefore, recognized as an essential feature of a network [5].

While NRL techniques cannot consider mesoscopic network structures, CD algorithms have trouble integrating local network structures. Joint modeling techniques recently emerged to overcome the drawbacks of NRL and CD techniques by combining microscopic and mesoscopic network structures in the embedding process [6]. These novel joint techniques show promising results compared to baseline NRL or CD methods. However, as seen from Table I, the literature lacks harmonization: there is no consensus in the selection of baseline techniques, neither in terms of NRL or CD baselines nor among baseline joint NRL-CD methods. Each work presents a different set of baselines. Most joint methods, except for DanMF, indeed use ComE [7] as a baseline joint technique; however, mutual comparisons of joint methods are otherwise almost non-existent. An exception is M-NMF which is confronted with DanMF, whereas GEMSEC is compared to M-NMF and DanMF. Other aspects where the research diverges are the choice of evaluation metrics, datasets, and classification algorithms. Moreover, classification techniques are omitted or differ significantly. For example, both CommunityGan and DanMF do not test classification performance.

We bridge this literature gap by evaluating six joint NRL-CD methods and comparing them with different NRL and CD baselines on three tasks: overlapping CD, non-overlapping CD, and node classification. Our experiments demonstrate that joint techniques are not competitive with GraRep and NetMF on node classification and non-overlapping CD. On the other hand, vGraph and CommunityGAN outperform all other baselines for overlapping community detection.

II. RELATED NRL, CD AND JOINT NRL-CD WORKS

NRL techniques can be categorized depending on the approach: random walk, matrix factorization, or deep neural network [1]. Over the years, the number of NRL techniques has dramatically increased. Nevertheless, the most relevant
for this work are the following: random walk-based methods DeepWalk [8] and Node2Vec [10] hypothesizing that nodes co-occurring in short random walks should have similar embeddings; their contemporary method LINE [9] preserving the first and second order proximity; GraRep [13] using multiple powers of the adjacency matrix to cover higher-order similarities; Walklets [11] aiming to speed up random walks-based learning by occasionally skipping nodes; NetMF [12] performing explicit matrix factorization and thus unifying DeepWalk, Node2Vec, LINE, and GraphGAN [14].

CD methods are even more numerous and, in general, can be divided into those detecting: non-overlapping, overlapping, and both types of communities [26]. For our work, from a non-overlapping CD perspective, the most relevant methods are well-known techniques of k-means (a partitional clustering method) and spectral clustering (applying k-means on the eigenvalues of the Laplacian matrix of a graph). For overlapping CD, the most relevant works are BigClam [15], assuming that overlaps of communities exhibit denser connections, and CPM [20], presuming that intra-community cliques are more common than inter-community cliques.

Within existing joint techniques, we discern four main research streams: probabilistic methods, matrix factorization, neural network approaches, and population-based heuristics, as outlined in Table II. Apart from the methods we consider for further evaluation, three additional joint methods are worth mentioning. First, CNRL [2] is a probabilistic method that simultaneously discovers community distributions for every node and learns embeddings for both nodes and communities, allowing for nodes to belong to multiple communities. The other two techniques, MemeRep [27] and EA-NE [28] fall into the category of population-based heuristics. MemeRep utilizes a genetic algorithm combined with a two-level learning strategy (first, from neighbors, second, from communities) to accelerate the optimization of a population of solutions. EA-NE employs a classical genetic algorithm using crossover and mutation operators to optimize an objective function with node embedding and community detection components.

III. JOINT NRL-CD TECHNIQUES

The advantage of techniques combining NRL and CD is preserving both the local and global graph structure. Here, we focus on the mechanism behind each joint NRL-CD method and its strengths and weaknesses.

A. ComE: A Closed Loop Approach

ComE (COMmunity Embedding framework) [7] jointly solves CD and NRL by introducing community embedding and applying a closed loop approach whereby the idea is that a good node embedding facilitates community detection, which enforces better community embedding. Consequently, the obtained community embedding allows node embeddings to be optimized. Furthermore, using community-aware learning (via community embeddings), the method aims to enforce the preservation of high-order proximity. More precisely, embeddings of nodes belonging to the same community should be closer to each other and additionally close to that community embedding. Given that community, by its definition, represents a group of densely linked nodes, ComE defines community embedding as a multivariate Gaussian distribution $\mathcal{N}(\psi_k, \Sigma_k)$ in a low-dimensional space (here $\psi_k$ denotes the mean vector of the distribution and $\Sigma_k$ denotes a covariance matrix). This approach allows to perform CD and learn community embedding together in a single objective function based on a Gaussian mixture model:

$$O_{high}(\Phi, \Pi, \Psi, \Sigma) = -\frac{1}{K} \sum_{k=1}^{K} \log \left( \sum_{i=1}^{V} \pi_{ik} \mathcal{N}(\phi_i | \psi_k, \Sigma_k) \right),$$

where $\phi_i$ denotes embedding of node $v_i \in V$, and $\pi_{ik}$ is the probability of node $v_i$ belonging to community $k$, with $K$ being the total number of communities and $\sum_{k=1}^{K} \pi_{ik} = 1$.

The final objective function $L$ combines first- and second-order proximity preserving objective functions (defined the same way as in LINE and DeepWalk) but with negative

### TABLE I: Overview of joint NRL-CD methods (right) and their corresponding baselines (left) demonstrating the presence of literature gap. Notation: CGAN: CommunityGAN, DW: DeepWalk, SC: Spectral Clustering; NA: Not Applicable.

<table>
<thead>
<tr>
<th>Baseline</th>
<th>Joint NRL-CD methods</th>
</tr>
</thead>
<tbody>
<tr>
<td>DW [8]</td>
<td>✓ ✓ ✓ ✓ ✓</td>
</tr>
<tr>
<td>LINE [9]</td>
<td>✓ ✓ ✓ ✓ ✓</td>
</tr>
<tr>
<td>Node2Vec [10]</td>
<td>✓ ✓ ✓ ✓ ✓</td>
</tr>
<tr>
<td>Walklets [11]</td>
<td>✓ ✓ ✓ ✓ ✓</td>
</tr>
<tr>
<td>NetMF [12]</td>
<td>✓ ✓ ✓ ✓ ✓</td>
</tr>
<tr>
<td>GraRep [13]</td>
<td>✓ ✓ ✓ ✓ ✓</td>
</tr>
<tr>
<td>GraphGAN [14]</td>
<td>✓ ✓ ✓ ✓ ✓</td>
</tr>
</tbody>
</table>


<table>
<thead>
<tr>
<th>Method</th>
<th>Approach</th>
<th>Community Type</th>
<th>Eval. Measure</th>
<th>Time Complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>M-NNMF</td>
<td>NNMF</td>
<td>NO</td>
<td>Acc</td>
<td>$O(n^2 \cdot m + r \cdot r)$</td>
</tr>
<tr>
<td>DANNMF</td>
<td>NNMF</td>
<td>NO+O</td>
<td>AR, NMI, Acc.</td>
<td>$O((d+</td>
</tr>
<tr>
<td>vGraph</td>
<td>Prob</td>
<td>O</td>
<td>F1, NMI</td>
<td>Unavailable</td>
</tr>
<tr>
<td>CGAN</td>
<td>NN</td>
<td>O</td>
<td>F1, NMI</td>
<td>Unavailable</td>
</tr>
<tr>
<td>GEMSEC</td>
<td>Prob</td>
<td>O</td>
<td>F1, NMI</td>
<td>Unavailable</td>
</tr>
<tr>
<td>DANMF</td>
<td>NN</td>
<td>O</td>
<td>F1, NMI</td>
<td>Unavailable</td>
</tr>
<tr>
<td>MemeRep</td>
<td>PBH</td>
<td>NO</td>
<td>F1, NMI</td>
<td>Unavailable</td>
</tr>
<tr>
<td>EA-NE</td>
<td>PBH</td>
<td>NO+O</td>
<td>Acc, AUC, NMI</td>
<td>Unavailable</td>
</tr>
</tbody>
</table>
The optimization of $\mathcal{L}$ is divided into two phases. Firstly, the parameters $(\Pi, \Psi, \Sigma)$ are inferred with a constrained minimization given $(\Phi, \Phi')$ using expectation-minimization. Secondly, parameters $(\Phi, \Phi')$ are inferred with an unconstrained minimization given $(\Pi, \Psi, \Sigma)$ using stochastic gradient descent.

1) Evaluation of ComE: ComE is evaluated on three tasks: Node Classification, CD, and Graph Visualization. The only joint technique used for comparison was M-NMF. When evaluated on node classification using Macro-F1 and Micro-F1 scores, ComE outperforms most other baselines (DeepWalk, LINE, Node2vec, M-NMF), except for GraRep when the percentage of labeled data is low, and the dataset is small. This suboptimal result can be explained by a smaller set of sampled paths with smaller datasets. Concerning CD, ComE consistently outperforms all baseline techniques on both NMI and conductance measures for every dataset.

ComE appears to be an excellent technique for presenting community structure. ComE particularly stands out in identifying nodes that may belong to multiple communities. The visualizations of both node and community embeddings show a clear overlap between communities, while other methods cannot detect this overlap. However, ComE struggles with similar communities with considerable overlap.

B. GEMSEC: Graph Embedding with Self-Clustering

GEMSEC (Graph Embedding with Self-Clustering) [22], builds on top of the SkipGram method [29] including a so-called clustering cost. It relies on the concept that vertices in the same community have a pronounced overlap between their neighborhoods; however, GEMSEC does not detect overlapping communities. Hence, the GEMSEC objective function:

$$\min_{\phi, \psi} \mathcal{L} = \sum_{v \in V} \left[ \ln \left( \sum_{u \in V} \exp(f(v) \cdot f(u)) \right) - \sum_{n_i \in N_S(v)} f(n_i) \cdot f(v) \right] + \gamma \cdot \sum_{v \in V} \min_{c \in C} \|f(v) - \mu_c\|_2^2 + \lambda \cdot \sum_{(v, u) \in E_S} w_{(v, u)} \cdot \|f(v) - f(u)\|_2^2$$

combines the standard SkipGram embedding cost (first two terms) with clustering cost (third term) and the regularization term, which serves to smooth the clustering. The first term is the partition function which enforces nodes to be embedded in a low volume space around the origin, while the second term forces nodes with similar sampled neighborhoods to be embedded close to each other [22]. A partition function is approximated with negative sampling for tractability of computation performed by Adam optimizer; this is a form of noise contrastive estimation [30]. The clustering cost minimizes the distance from each node to its nearest cluster center, and its importance is weighted by hyper-parameter $\gamma$.

The embedding is computed with prior initialization of model weights, based on the number of vertices, embedding dimensions, and clusters, followed by N repetitions whereby from a shuffled node list, the node sequences are generated, next clustering hyper-parameter $\gamma$ and learning rate $\alpha$ are updated and accordingly the model weights as well. In the initialization phase, the weight for the clustering cost $\gamma$ is very small (close to zero) and increases exponentially to 1 at the end of the process (updating by the exponential annealing rule). The initialized weights follow the same uniform distribution to avoid empty clusters.

1) Evaluation of GEMSEC: GEMSEC is evaluated on: clustering quality (by modularity), computational efficiency (by the log of the mean run-time (in seconds)), and node classification (by F1-score). Interestingly, the performance drops for graphs with low transitivity. The transitivity denotes the relative number of triangles in a graph and implies the number of cliques in a graph (e.g., the friend of a friend is also my friend). The computational efficiency shows significant improvements compared to ComE and M-NMF but is on par with DeepWalk. More importantly, the run-time increases linearly with the number of vertices in the graph. This advantage allows the method to run on massive datasets.

On a multi-label node classification as a downstream task, GEMSEC outperforms, on average, all baseline methods. Aside from better performance, GEMSEC offers superior control over community sensitivity in the objective function. Furthermore, it does not depend on the neighborhood sampling method. These extra benefits make GEMSEC applicable to a wider variety of datasets both in industrial and academic setups.

C. vGraph: A Generative Model for Joint CD and NRL

vGraph [23] is a probabilistic generative model based on the assumption that each node can have multiple contexts or communities, and each community is defined as a multinomial distribution over nodes. vGraph generates neighbors for each node, considering the communities as latent variables of the graph. For each node $w$, a community assignment $z$ is generated following a prior belief about the community structure $p_{\phi, \psi}(z|w)$, where $\phi_w$ denotes the embedding of node $w$ and $\psi_w$ denotes the embedding of $z$th community. This community expresses the neighborhood context of node $w$. Next, $w$’s neighbor $c$ is generated conditional on this generated context $z$ through $c \sim p_{\phi, \psi}(c|z)$, $\varphi_w$ denotes the embedding of node $w$. This two-step process defines the simplified generation process of a graph with edges $(w, c)$ and can be expressed as: $p_{\phi, \psi}(c|w) = \sum_z p_{\phi, \psi}(c|z)p_{\phi, \psi}(z|w)$.

Formally, vGraph aims to maximize the log-likelihood of the observed edges, $\log p_{\phi, \psi}(c|w)$. As this is computationally intractable, the objective is instead shifted to optimizing evidence lower bound (ELBO) and approximating true posterior distribution $p_{\phi, \psi}(c|z, w)$ with variational distribution $q(z|c, w)$, which actually represents the community membership of the edge $(w, c)$. Therefore, the ultimate objective
The discriminator $D$ is trained with the positive samples from $p_{true}(v_c)$ and the negative samples coming from the generator $G(\cdot; \Theta_G)$. The generator is updated by the policy gradient method under the guidance of the discriminator.

Furthermore, to overcome the problems of dense overlapping, computational intractability, and neglecting neighborhood information which all occur when using sigmoid and softmax functions for discriminator and generator, respectively, CommunityGAN extends AGM from edge to motif generation. Furthermore, both discriminator and generator are redefined using AGM, discriminator as:

$$D(s) = 1 - \exp(-\langle d_{v_1}, \ldots, d_{v_m} \rangle),$$

where $d_v \in \mathbb{R}^C$ denotes the nonnegative $C$-dimensional representation vectors of vector $v$ and $\bigodot$ means the sum of the entrywise product of $d$ vectors, where Generator $G_v(v_{s_m}|v_{s_1},\ldots,v_{s_{m-1}})$ is redefined as:

$$G_v = \frac{1 - \exp(-\langle g_{v_1}, \ldots, g_{v_{m-1}}, g_v \rangle)}{\sum_{v \notin \{v_{s_1},\ldots,v_{s_{m-1}}\}} 1 - \exp(-\langle g_{v_1}, \ldots, g_{v_{m-1}}, g_v \rangle)},$$

where $g_v \in \mathbb{R}^C$ represents the non-negative $C$-dimensional representation vectors of node $v$ for the Generator, and the union of all those representation vectors $g_v$ is denoted by $\Theta_G$. For further redefinition of the Generator and the improvement of remaining shortcomings, we point the interested reader to the original paper.

1) Evaluation of CommunityGAN: CommunityGAN framework is compared to three NRL techniques (Node2Vec, LINE, GraphGan), three CD techniques (MMSB, CPM, AGM), and one joint (ComE). The evaluation is performed using synthetic and real-world data. In the case of the synthetic data, the tasks defined were: solving a dense overlapping problem, efficient motif generation, and discrimination. With the first task, CommunityGAN outperformed its competitors regarding the average F1-score. With the second, it was noted that the size of cliques influences the quality of learned community representations (optimal: below 6).

With real-world datasets, community detection and clique prediction tasks were considered. Using datasets containing ground-truth communities (Amazon, YouTube, DBLP), CommunityGAN outperformed other baselines regarding NMI and F1-score. For clique prediction, datasets without ground-truth communities (arXiv-AstroPh, arXiv-GrQc) were used to show that CommunityGAN has superior performance in case of 3-clique and 4-clique prediction but falls behind its competitors in case of 2-clique prediction.

E. M-NMF: Community Preserving Network Embedding

M-NMF (Modularized Nonnegative Matrix Factorization) [5] exploits the idea that when the microscopic structure link is weak due to sparsity issues, the mesoscopic structure will ensure that nodes within the same community are more similar than nodes from different communities. M-NMF models the...
mesoscopic community structure by employing the modularity maximization-based community detection method [31]. To generalize to more than two communities, modularity is defined as

\[ Q = tr(H^T B) , \ s.t. tr(H^T H) = n, \]

where \( H \in \mathbb{R}^{n \times k} \) is the community membership indicator (having one column per community and only one element = 1 per row, which results in the constraint \( tr(H^T H) = n \)), \( B \in \mathbb{R}^{n \times n} \) is the modularity matrix defined as \( B_{ij} = A_{ij} - \frac{k_{i}k_{j}}{2m} \) and \( tr(X) \) denotes the trace of matrix \( X \).

For modeling the microscopic structure, the similarity matrix \( S \) is defined by \( S = S^{(1)} + \eta S^{(2)} \), where \( S^{(1)} \) is the first-order similarity and \( S^{(2)} \) is the second-order similarity defined by:

\[ ||X|| \text{ denotes the norm of vector } X \text{ and } N_i = (S_{i,1}^{(1)}, ..., S_{i,n}^{(1)}) \text{ is the first order proximity between the node } i \text{ and all the other nodes. Hence, the second-order proximity is defined by the similarities between } N_i \text{ and } N_j. \text{ Considering only the first-order similarity would not suffice as not having an edge between the two nodes does not imply that they do not have similarities [9]. Next, the method uses non-negative matrix factorization to approximate the similarity matrix } S, \text{ which results in the following objective function:} \]

\[ \min ||S - MU^T||_F^2, \ \text{s.t. } M \geq 0, U \geq 0. \]

Finally, to jointly optimize micro- and mesoscopic objectives, a community representation (an auxiliary non-negative matrix) \( C \in \mathbb{R}^{k \times n} \) is introduced, leading to the final objective:

\[ \min_{M,U,B,C} ||S - MU^T||_F^2 + \alpha ||H - UC^T||_F^2 - \beta tr(H^T BH), \ \text{s.t. } M \geq 0, U \geq 0, H \geq 0, C \geq 0, \ \text{tr}(H^T H) = n, \]

with \( \alpha \) and \( \beta \) positive parameters for defining the contribution of the corresponding terms [5].

1) Evaluation of M-NMF: M-NMF is evaluated on two different tasks: node clustering and node classification. Nine different networks are used of variable sizes, and M-NMF is compared with multiple NRL baseline models. The evaluation of node clustering is executed by applying k-means to the learned node embeddings and assessed in terms of accuracy. M-NMF outperforms DeepWalk and LINE on all nine networks. However, there is only one dataset where GraRep outperforms M-NMF and only one other dataset where Node2Vec outperforms M-NMF. N-NMF outperformed all but one method for node classification on all nine networks (LINE2 outperformed M-NMF on only one of the nine networks).

F. DANMF: Using a deep autoencoder for joint learning

DANMF (Deep Autoencoder-like Nonnegative Matrix Factorization) [25] relies on the non-negative matrix factorization (NMF) and encoder-decoder architecture, whereby the encoder transforms the network into the community membership space. At the same time, the decoder reconstructs the network from the community membership space. Given that these transformations can contain rather complex hierarchical and structural information with implicit lower-level hidden attributes, they propose using multiple layers of abstraction and, consequently, deep architecture (deep autoencoder). Concretely, instead of factorizing the adjacency matrix \( A \) of a given network into two non-negative matrices \( U \) (whose columns correspond to communities) and \( V \) (capturing community membership of node), the paper proposes factorization into \( p + 1 \) non-negative factor matrices \( A \approx U_1 U_2 \cdots U_p V_p \), hoping that each of the factors would add an extra layer of abstraction. The hierarchy of \( p \) levels of abstraction is given by the following factorizations:

\[ V_{p-1} \approx U_p V_p, \]
\[ V_2 \approx U_3 \cdots U_p V_p, \]
\[ V_1 \approx U_2 \cdots U_p V_p. \]

where \( V_p \geq 0 \).

The objective function of the deep autoencoder-like NMF model is defined as:

\[ \min L = L_D + L_E + \lambda L_{reg} = \]
\[ \frac{1}{2} ||A - U_1 U_2 \cdots U_p V_p||_F^2 + ||V_p - U_p^T \cdots U_2^T U_1^T A||_F^2 + \lambda tr(V_p^T V_p^T), \ \text{s.t. } V_p \geq 0, U_i \geq 0, \forall i = 1, 2, ..., p, \]

where \( L_D \) is decoder loss, \( L_E \) is encoder loss, \( L_{reg} \) is regularization factor with \( \lambda \) being regularization parameter and \( L = D - A \) the Laplacian matrix.

1) Evaluation of DANMF: DANMF is compared to shallow NMF-based methods, BigClam, and three network embedding methods: LINE, Node2Vec, and M-NMF. Both datasets with disjoint communities and datasets with overlapping communities are considered for evaluation.

For the disjoint communities case, five different datasets with variable sizes were evaluated on Adjusted Rand Index (ARI), Normalized Mutual Information (NMI), and Accuracy (Acc.). Using three hidden layers, DANMF outperforms all the competitors on all the datasets in terms of ARI, except for the Wiki dataset. Regarding NMI and Acc, DANMF outperforms all the other metrics on all the datasets.

For overlapping communities, the LFR toolkit [32] is used to generate synthetic networks (5000 nodes, an average degree of 20) with overlapping structures where community size varies between 100 and 250. As a result, DANMF outperforms all the other frameworks for all the synthetic networks in the Overlapping NMI (ONMI) metric.

IV. EXPERIMENTAL SETUP

A. Data Sets & Computational Limitations

We select eight well-known data sets that have been used in the literature. For the selection of data sets, we consider four factors to analyze the performance of algorithms on a diverse set of graphs: the size of the graph, the density of the graph; whether the communities are overlapping or non-overlapping; and the availability of the ground truth. Table III shows the characteristics of the data sets. The number of communities and if they are overlapping determine which classification task
is more appropriate. GIT and TWI data sets have two non-overlapping communities, which lead to a standard binary classification. In contrast, four data sets (YOU, DBL, AMA, and DEE) contain each several overlapping communities; hence a more suitable task is multi-label classification.

We conduct a sampling strategy in three data sets (YOU, DBL, and AMA) to decrease the computational cost of the experiments. The sampling consists of randomly selecting communities instead of nodes. Since joint NRL-CD techniques incorporate community information in the node embeddings and community detection is an essential task in this work, we find this approach most suitable for our analysis of these tasks. For each data set, we perform three repetitions of a holdout validation that splits the data into a training set (70%) and a test set (30%).

The Azure ML environment was used to run the experiments with an Nvidia Tesla K80 and 56 GB of RAM. Unfortunately, this infrastructure posed memory limitations when running GraRep and vGraph on larger datasets.

### B. Baselines

For the NRL baselines, we select DeepWalk [8], NetMF [12], and GraRep [33]. The selected NRL baselines are popular in works that propose joint techniques. NRL baselines require a downstream classifier for node classification: a logistic regression with $L^2$ regularization is used. For multi-class node classification, logistic regression allows for one-vs-rest strategy in scikit-learn. For the multi-label setting, the binary relevance method is used [34]. This method transforms the problem into multiple binary settings, creating a new dataset for each label and each time. Likewise, for non-overlapping community detection, NRL baselines use k-means to create the predicted communities from the node embeddings.

Spectral Clustering [35], BigClam [15], and CPM [20] are selected for the CD baselines. Spectral Clustering and BigClam, together with the NRL baselines, are used for non-overlapping community detection. For overlapping community detection, only CPM and BigClam can be used.

#### C. Joint Modelling Techniques

The selection of joint modeling techniques is based on their relevance in the literature and the availability for implementation. Furthermore, some algorithm implementations require an extra threshold function. Both vGraph and CommunityGAN have a default setting to detect overlapping clusters. To implement these algorithms, the threshold function below is used [24]. Unlike vGraph and CommunityGAN, BigClam and DANMF have a default setting to detect non-overlapping clusters. BigClam and DANMF can find overlapping clusters, but the implementations lack a threshold function. This threshold function alters the found embeddings to represent community memberships. For the metrics, baselines, and two joint techniques (M-NMF and DANMF), we utilized the work by [36], [37] and [38] to implement the code. To implement GemSec, vGraph, and CommunityGAN, we utilize the source code from [39], [40], and [41], respectively.

### V. RESULTS AND DISCUSSION

#### A. Non-overlapping Community Detection

The metrics NMI and ARI are shown in Table IV and V respectively, in which the best performing method is shown in bold and underlined. DANMF, M-NMF, and GraRep + k-means are the techniques that have been more times the best-performing model in terms of NMI and ARI. We can also observe that joint modeling techniques do not dominate the baselines. However, in GIT, the largest data set with non-overlapping communities, joint techniques substantially outperform the baselines: DANMF and M-NMF obtained the highest score in NMI and ARI.

#### B. Overlapping Community Detection

Three metrics (ONMI, Omega index, and F1-score) are considered for graphs with overlapping communities. Notice the ONMI index and Omega index are the extensions of NMI and ARI index, respectively. Table VI, Table VII, and Table VIII show the results. In this task, joint techniques generally dominate the baselines. vGraph and CommunityGAN are the most successful joint techniques as they have outperformed six times the rest of the techniques.
TABLE V: Adjusted Rand Index for Non-Overlapping CD

<table>
<thead>
<tr>
<th>Joint Mod. Techniques</th>
<th>CIT</th>
<th>GIT</th>
<th>TWI</th>
<th>WEB</th>
</tr>
</thead>
<tbody>
<tr>
<td>M-NMF</td>
<td>0.030</td>
<td>0.056</td>
<td>0.009</td>
<td>0.017</td>
</tr>
<tr>
<td>GemSec</td>
<td>0.001</td>
<td>0.012</td>
<td>0.004</td>
<td>0.001</td>
</tr>
<tr>
<td>DANMF</td>
<td><strong>0.102</strong></td>
<td>0.031</td>
<td>0.005</td>
<td>0.002</td>
</tr>
<tr>
<td>vGraph</td>
<td>0.030</td>
<td>-</td>
<td>0.004</td>
<td>-</td>
</tr>
<tr>
<td>CommunityGAN</td>
<td>0.001</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
</tbody>
</table>

Baselines

Deepwalk + k-means | 0.036 | 0.002 | 0.004 | 0.011 |
NetMF + k-means   | 0.003 | 0.010 | 0.002 | **0.024** |
GraRep + k-means | 0.070 | -    | **0.010** | 0.013 |
Spectral Clustering | 0.003 | 0.000 | 0.000 | 0.004 |
BigClam           | 0.000 | 0.000 | 0.000 | 0.001 |

Best performing model is in **bold and underlined** per dataset. "-" stands for out-of-memory error.

TABLE VI: Overlapping Normalized Mutual Information for Overlapping CD

<table>
<thead>
<tr>
<th>Joint Mod. Techniques</th>
<th>YOU</th>
<th>DBL</th>
<th>AMA</th>
<th>DEE</th>
</tr>
</thead>
<tbody>
<tr>
<td>DANMF</td>
<td>0.036</td>
<td>0.001</td>
<td>0.013</td>
<td><strong>0.001</strong></td>
</tr>
<tr>
<td>vGraph</td>
<td><strong>0.358</strong></td>
<td>-</td>
<td><strong>0.289</strong></td>
<td>-</td>
</tr>
<tr>
<td>CommunityGAN</td>
<td>0.002</td>
<td><strong>0.283</strong></td>
<td>0.024</td>
<td>0.000</td>
</tr>
</tbody>
</table>

Baselines

CPM       | 0.006 | 0.000 | 0.152 | **0.001** |
BigClam   | 0.002 | 0.000 | 0.005 | 0.000 |

Best performing model is in **bold and underlined** per dataset. "-" stands for out-of-memory error.

TABLE VII: Omega Index for Overlapping CD

<table>
<thead>
<tr>
<th>Joint Mod. Techniques</th>
<th>YOU</th>
<th>DBL</th>
<th>AMA</th>
<th>DEE</th>
</tr>
</thead>
<tbody>
<tr>
<td>DANMF</td>
<td>0.021</td>
<td>0.033</td>
<td>0.021</td>
<td>0.018</td>
</tr>
<tr>
<td>vGraph</td>
<td><strong>0.806</strong></td>
<td>-</td>
<td>0.952</td>
<td>-</td>
</tr>
<tr>
<td>CommunityGAN</td>
<td>0.754</td>
<td><strong>0.927</strong></td>
<td><strong>0.953</strong></td>
<td>0.175</td>
</tr>
</tbody>
</table>

Baselines

CPM       | 0.772 | 0.925 | **0.953** | **0.182** |
BigClam   | 0.380 | 0.435 | 0.216 | 0.113 |

Best performing model is in **bold and underlined** per dataset. "-" stands for out-of-memory error.

TABLE VIII: F1-Score for Overlapping CD

<table>
<thead>
<tr>
<th>Joint Mod. Techniques</th>
<th>YOU</th>
<th>DBL</th>
<th>AMA</th>
<th>DEE</th>
</tr>
</thead>
<tbody>
<tr>
<td>DANMF</td>
<td>0.097</td>
<td>0.175</td>
<td>0.032</td>
<td>0.212</td>
</tr>
<tr>
<td>vGraph</td>
<td><strong>0.616</strong></td>
<td>-</td>
<td><strong>0.530</strong></td>
<td>-</td>
</tr>
<tr>
<td>CommunityGAN</td>
<td>0.276</td>
<td>0.080</td>
<td>0.386</td>
<td><strong>0.439</strong></td>
</tr>
</tbody>
</table>

Baselines

CPM       | 0.052 | 0.004 | 0.003 | 0.006 |
BigClam   | 0.215 | **0.199** | 0.058 | 0.236 |

Best performing model is in **bold and underlined** per dataset. "-" stands for out-of-memory error

TABLE IX: AUC-ROC of Node Classification in Binary, Multi-Class, and Multi-Label Tasks

<table>
<thead>
<tr>
<th>Joint Methods</th>
<th>GDT</th>
<th>TGT</th>
<th>CIT</th>
<th>WEB</th>
</tr>
</thead>
<tbody>
<tr>
<td>M-NMF</td>
<td>0.703</td>
<td>0.582</td>
<td>0.787</td>
<td>0.657</td>
</tr>
<tr>
<td>GemSec</td>
<td>0.641</td>
<td>0.521</td>
<td>0.741</td>
<td>0.650</td>
</tr>
<tr>
<td>DANMF</td>
<td>0.530</td>
<td>0.551</td>
<td>0.638</td>
<td>0.527</td>
</tr>
<tr>
<td>vGraph</td>
<td>0.500</td>
<td>0.503</td>
<td>0.537</td>
<td>0.521</td>
</tr>
</tbody>
</table>

Best performing model is in **bold and underlined** per dataset. "-" stands for out-of-memory error.

C. Node Classification

For node classification, Table IX shows the techniques’ performance in terms of AUC-ROC. Joint techniques are dominated by GraRep in the multi-label task. However, in the other tasks, the results are more nuanced. In smaller networks, such as TWI and CIT, joint methods show a significant advantage because the highest-scoring baseline is outperformed by a difference larger than 10%. Similar to overlapping community detection, vGraph and CommunityGAN are the best-performing joint techniques.

VI. CONCLUSION & FUTURE WORK

We contribute to the literature by introducing a more comprehensive benchmark comparing six joint techniques to well-known baselines across different learning tasks and datasets. This benchmark study highlights some weaknesses of NRL-CD joint techniques that were not addressed in previous works. More specifically, we found that the joint techniques outperform the baselines only in overlapping community detection and fail to meet expectations in node classification and non-overlapping community detection. These empirical results prove the necessity of conducting more comprehensive benchmarks. Our work is a first attempt to provide a more systematic benchmark study for joint techniques. Despite the ability of the joint techniques to capture both the microscopic and mesoscopic structure of networks, we encourage the practitioner to compare with simpler baselines.

A possible direction for future work can be to compare joint techniques in more complex settings that include temporal and heterogeneous networks instead of purely homogeneous networks.
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