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Abstract
Compatibility is the problem of checking whether some given probabilistic assessments have a common joint probabilistic model. When the assessments are unconditional, the problem is well established in the literature and finds a solution through the running intersection property (RIP). This is not the case of conditional assessments. In this paper, we study the compatibility problem in a very general setting: any possibility space, unrestricted domains, imprecise (and possibly degenerate) probabilities. We extend the unconditional case to our setting, thus generalising most of previous results in the literature. The conditional case turns out to be fundamentally different from the unconditional one. For such a case, we prove that the problem can still be solved in general by RIP but in a more involved way: by constructing a junction tree and propagating information over it. Still, RIP does not allow us to optimally take advantage of sparsity: in fact, conditional compatibility can be simplified further by joining junction trees with coherence graphs.
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1. Introduction
What is compatibility?

The marginal problem

Suppose we are given a few marginal probability functions over some variables: e.g., $P_1(X_1, X_2)$, $P_2(X_2, X_3)$, $P_3(X_3, X_4, X_5)$. We wonder whether there is a joint probability $P(X_1, X_2, X_3, X_4, X_5)$ from which we can reproduce $P_1, P_2, P_3$ by marginalisation.

This is an example of the so-called marginal problem: that of the compatibility of a number of marginal assessments with a global model. This problem has received a long-standing interest in the literature, since the seminal works by Boole [14], Hoeffding [44], Fréchet [34], Kellerer [51] and Vorobev [88] (see also [20] and the references therein).

The problem is trivial when the marginal models are defined on disjoint sets of variables: in that case, we could for instance determine a compatible joint model by considering the stochastic product of the marginals. However, when those sets of variables are not disjoint, then the problem is not trivial anymore. More recent work on this problem investigated when some additional constraints are placed on the joint in [76, 80], and has also appeared in other, apparently far, contexts, such as quantum mechanics [35] or coalitional game theory [88]. It has also a very nice application in problems of polynomial optimisation, where it can dramatically reduce the computational complexity of solution algorithms by exploiting sparsity in the problem representation [56].

Obviously, a necessary condition for the compatibility of a number of marginal assessments is their pairwise compatibility, that is, the equality of the marginals over common variables; in our example, this requires that

\begin{equation}
P_1(X_2) = P_3(X_2) \text{ and } P_2(X_3) = P_3(X_3).
\end{equation}
This in not enough however. In fact, using the theory of hypergraphs, Beeri et al. [5] (see also [60]) established a necessary and sufficient condition for pairwise compatibility to imply global compatibility: the running intersection property (RIP). This requires the existence of a total order on the marginals such that if any two marginals have variables in common, then all the marginals between them in the order contain those variables too. In our example the natural order \( P_1, P_2, P_3 \) makes it. Therefore Eq. (1) being true makes sure that a compatible \( P \) exists. There could actually be more than one; the iterative proportional fitting procedure (IPFP) [29] yields a sequence of probabilities that converge to the compatible joint that maximises Kullback-Leibler information [19].

The works above investigate the compatibility of probabilities; when the possibility spaces are infinite, they are usually assumed to be countably additive on a suitable \( \sigma \)-field. Another direction of generalisation takes into account the possible partial specification of probabilities: for instance say that \( P_1, P_2, P_3 \) in the example are only partly known; this corresponds to replacing each of them with a set of candidate probabilities. The marginal problem then becomes checking whether there is a set of joint probabilities \( P \) from which we can recover the marginal (candidate) sets by marginalisation.

Set-based probabilistic modelling goes under the umbrella term of imprecise probabilities [4]. They include models of possibility measures [32], belief functions [77] or coherent lower previsions [89], among others. The marginal problem has been investigated for some of these models by Studený [82, 83], Vejnarová [86] and Jirousek [49], using the IPFP; van der Gaag [36] has dealt with it by propagating inequality constraints over a tree.

The compatibility problem

The marginal problem has a generalisation to the conditional case that we shall just call the compatibility problem. In this case we have any number of conditional probabilities over a set of variables and the problem is again to verify whether they have a compatible joint.

Instances of the compatibility problem have shown up in Artificial Intelligence in the research concerned with probabilistic logic and probabilistic satisfiability [38, 41, 43, 46, 71]; in these cases the focus is on variables with finite support (or just events) and solutions algorithms are often based on linear programming—yet probabilistic satisfiability is NP-hard [12]. Another approach to satisfiability, originated within de Finetti’s school, is based on ‘full conditional measures’ [17, 31]; this model establishes links between conditional probabilities so as to avoid inconsistencies, and can equivalently be represented as ‘zero layers’ à la Krauss [54]. This allows in particular to deal with structural constraints (also called structural zeroes) between conditional probabilities via sequences of linear programs. With similar aims and properties, Walley et al. [91] have addressed a generalised version of probabilistic satisfiability that mixes conditional and unconditional information, that allows the assessments to be imprecisely specified, and that is not affected by problems due to zero probabilities.

Note in fact that compatibility needs Bayes’ rule to be verified besides the simple use of marginalisation. But Bayes’ rule is not applicable in the case of zero-probability events. Neglecting this issue can lead to overlook incompatibilities that ‘hide’ under these zero probabilities. The problem can eventually yield wrong inferences and it is particularly subtle as it is generally unknown in advance where those zero probabilities happen to be. Cozman and Ianni [18] have recently proposed an approach that builds on Walley et al.’s work and that, as such, correctly deals with these problems.

In a different direction, eleven years ago we have observed that the compatibility problem, as well as probabilistic satisfiability, can often be simplified taking sparsity into account through a graphical representation called coherence graphs [64, Sections 8.2–8.3].

Compatibility is such a general problem that has a life on its own also in the statistical literature. There we can find some early work by Strassen [81], Okner [72] and Kamakura and Wedel [50], and a great bulk of work made by Arnold et al. [2, 1, 3] who also consider the case of imprecise information. Kuo and Wang [93] have shown that the problem of zero probability is an issue also in the statistical case; in the same year we also have discussed the same question in the statistical literature [65]. In addition, we have proved that there is an iterative procedure that converges to the compatible joint model; this is somewhat similar in spirit to the IPFP, but our procedure works for the more involved conditional case and moreover it yields the entire set of compatible probabilities in the case of imprecision. While most work on compatibility focuses on discrete variables, Wang and Ip [92] are a relevant reference for the continuous case. Kuo et al. [55] provide one of the most recent works on the subject, with many references therein.

---

1In the same year, Lemmer established a condition (a special case of RIP) that, given pairwise compatibility, is sufficient for global compatibility [59, Section 4.2].
So there has been much work about compatibility in the conditional case across different communities (that do not seem to have talked much to each other). However, and to our surprise, we could not find any work making the connection to RIP there, which is even more surprising considering the clear connection that exists with RIP in the unconditional case.

Outline of the paper and main results

Our aim in this paper is to establish a clear connection between RIP and compatibility in the most general possible setting: any possibility space, unrestricted domains (no $\sigma$-additivity/measurability problems), imprecise probabilities, conditional and unconditional information, no limitations due to zero probabilities.

To achieve these goals, we base our analysis on the imprecise-probability formalism of coherent sets of desirable gambles [89, 94]. As we have recently shown [99, 96], such a formalism is an equivalent reformulation of Bayesian decision theory, once it is freed of the precision constraint, with the advantage that it naturally meets all the requirements listed above. We introduce sets of desirable gambles in Section 2.

In the same section, we define compatibility in the unconditional case for sets of desirable gambles and prove in Theorem 2 that RIP and pairwise compatibility imply compatibility. This result generalises most of the previous work on the marginal problem along the lines discussed at the beginning of this section. We try to clarify this point by first specialising our results to sets of probabilities, and then by commenting on the relation of these results with previous ones.

We move to compatibility for the conditional case in Section 3. First, we give a generalised definition of compatibility (Definition 18). The definition makes us realise that compatibility is nothing else than strong coherence in Williams-Walley’s theory [98, Definition 25], thus enabling us to exploit established tools in such a theory to pursue our aims. This turns out to be particularly important since we verify that the conditional case cannot be reduced to the unconditional one: in the former, compatibility does not imply pairwise compatibility; pairwise compatibility needs to be replaced by Walley’s notion of avoiding partial loss. We go on to specialise some of these notions for sets of probabilities.

In Section 4 we give our main results. We start by recalling the notion of tree decomposition related to RIP: i.e., that our probabilistic assessments can be represented graphically so as to eventually organise the variables of our problem in a junction tree; in such a tree, nodes are clusters of variables (cliques) that satisfy RIP. We give two procedures, analogous to the standard ones of collect and distribute evidence, for the propagation of desirable gambles over the tree. Then we prove in Theorems 9 and 10 that:

- The first procedure terminates with a coherent set at the root of the tree if and only if our original assessments avoid partial loss. This is a first test of compatibility, because if that is not the case, then the original assessments are not compatible and we can stop.
- Otherwise, the second procedure yields the marginals of the joint compatible set of desirable gambles that extends our original assessments. Then the original assessments are compatible if and only if they coincide with such marginals.

In Appendix A.4 we give also an alternative avenue to the proof of Theorems 9 and 10 based on so-called valuation algebras [52, 78]. These are abstract representations of knowledge or information that encode primitive tools for distributed computation on a junction tree. Valuation algebras should provide more accessible proofs of distributed computation to those unfamiliar with desirability; moreover, such an avenue has turned out to be an opportunity for us to discuss more widely the interplay of logic, desirability and algebras.

Irrespectively of the proof method, let us remark that these results, being valid for desirable gambles, hold also for sets of probabilities and in particular for traditional, precise, probability (on any possibility space).

Let us recall that in the unconditional case, RIP is often regarded as the optimal way to exploit sparsity in a problem without loss of information. We show in Section 5 that in the conditional case this is no longer true: there are very common situations where we can immediately tell if compatibility holds without having to build a junction tree and perform a propagation. We systematise this observation by leveraging on our past work on coherence graphs [64]. These simplify the verification of coherence by yielding a partition of the original set of assessments into so-called superblocks. Here, we extend past results on coherence graphs to desirable gambles and show in Theorem 12 that in order to check compatibility it is enough to separately check it on superblocks. In addition we give a procedure to
compute the compatible joint. The lesson here is that if we want to get the best out of the conditional case, we have to combine coherence graphs with junction trees.

We give our concluding views in Section 6. Appendix A contains additional remarks and observations. All the proofs of the paper have been gathered in Appendix B.

2. Compatibility of unconditional models

2.1. Sets of desirable gambles

The most general model we shall consider in this paper is that of coherent sets of desirable gambles. Let us introduce the main notions about this theory; we refer to [4, Chapter 1], [90] and [89, Chapter 3] for further details.

Definition 1 (Gambles). Consider a possibility space \( \mathcal{X} \). A gamble on \( \mathcal{X} \) is a bounded real-valued function \( f : \mathcal{X} \rightarrow \mathbb{R} \).

Gambles are interpreted as uncertain rewards in a linear utility scale. We denote by \( \mathcal{L}(\mathcal{X}) \) the set of all gambles on \( \mathcal{X} \), and by \( \mathcal{L}^+(\mathcal{X}) := \{ f \in \mathcal{L}(\mathcal{X}) : f \geq 0, f \neq 0 \} \) the set of positive gambles. We shall simplify the notation whenever possible by omitting the possibility space \( \mathcal{X} \). Thus, we shall write \( \mathcal{L}^+ \) for the positive gambles and moreover use \( f \geq 0 \) in place of \( f \geq 0, f \neq 0 \).

Definition 2 (Coherence for gambles). A subset \( \mathcal{D} \subseteq \mathcal{L}(\mathcal{X}) \) is called coherent when it satisfies the following axioms:

\begin{align*}
\text{D1. } & \mathcal{L}^+ \subseteq \mathcal{D} \text{ [Accepting Partial Gains];} \\
\text{D2. } & 0 \notin \mathcal{D} \text{ [Avoiding Null Gain];} \\
\text{D3. } & f, g \in \mathcal{D} \Rightarrow f + g \in \mathcal{D} \text{ [Additivity];} \\
\text{D4. } & f \in \mathcal{D}, \lambda > 0 \Rightarrow \lambda f \in \mathcal{D} \text{ [Positive Homogeneity].}
\end{align*}

It follows from these axioms that, if \( f \) belongs to a coherent set \( \mathcal{D} \) and \( g \geq f \), then also \( g \in \mathcal{D} \).

Whenever a set \( \mathcal{D} \) is not coherent, we can try to extend it into a coherent set by means of the following procedure:

Definition 3 (Natural extension for gambles). Given a set \( \mathcal{D} \subseteq \mathcal{L}(\mathcal{X}) \), we call

\[ \mathcal{E} := \text{posi}(\mathcal{L}^+ \cup \mathcal{D}) \quad (2) \]

its natural extension, where posi denotes the set of positive linear combinations of the gambles in the argument.

The natural extension of a set of desirable gambles \( \mathcal{D} \) is coherent if and only if it avoids null gain. This motivates the following:

Definition 4 (Avoiding partial loss for gambles). We say that \( \mathcal{D} \subseteq \mathcal{L}(\mathcal{X}) \) avoids partial loss if and only if \( 0 \notin \mathcal{E} \).

A set that avoids partial loss can always be extended to a coherent set. The natural extension is just the smallest such set; it can equivalently be represented as the intersection of all the coherent sets that include \( \mathcal{D} \).

In this paper, we shall investigate the compatibility of the belief assessments that model our knowledge about different sets of variables.\(^3\) To see how all these different assessments can be embedded into a unified framework, consider non-empty spaces \( \mathcal{X}_1, \ldots, \mathcal{X}_n \). Let \( N := \{1, \ldots, n\} \). For any subset \( S \) of \( N \) we shall let \( \mathcal{X}_S := \prod_{j \in S} \mathcal{X}_j \) and denote by \( x_S \) its generic element. We abuse this notation in two extreme cases to keep it simple: if \( S \) is a singleton we shall not write braces, so \( \mathcal{X}(j) \) will become \( \mathcal{X}_j \) (and \( x(j) \) will become \( x_j \)); if \( S = N \) we shall just omit it, therefore \( \mathcal{X}_S \) will become \( \mathcal{X} \) (and \( x_N \) will be written as \( x \)). The latter is made also to emphasise that \( \mathcal{X}_N = \mathcal{X} \) is, from now on, our overall possibility space.\(^3\)

\(^2\)To avoid confusion between our use of the term ‘variables’ and traditional ‘random variables’, let us remark that in this paper variables should be understood simply as functions taking values in respective possibility spaces \( \mathcal{X}_i \), and are essentially just a mathematical convenience. We do not use random variables in this paper, even though gambles can be thought of as playing their role in the theory of desirability. Thus, if we have two variables \( \mathcal{X}_1, \mathcal{X}_2 \) taking values in respective spaces \( X_1, X_2 \), uncertainty about the joint behaviour of \((X_1, X_2)\) shall be modelled by means of a coherent set of desirable gambles in \( \mathcal{L}(X_1 \times X_2) \).

\(^3\)We shall thus assume that the underlying variables are logically independent, meaning that any value in the Cartesian product of the spaces \( X_1, \ldots, X_n \) is assumed to be possible. For a discussion of the relevance of this hypothesis in compatibility problems, we refer to [10, Section 3.4] and to [85]. Note that the assumption of logical independence does not preclude the existence of zero probabilities.
It follows that the \( E \) compatible if and only if the natural extension Consider sets of desirable gambles

Proposition 1. We shall say that a gamble \( f \) on \( X \) is \( \mathcal{X}_S \)-measurable if and only if
\[
(\forall x, y \in X : \pi_S(x) = \pi_S(y)) f(x) = f(y).
\]
We shall denote by \( \mathcal{L}_S(\mathcal{X}) \) (or simply \( \mathcal{L}_S \)) the subset of \( \mathcal{L}(\mathcal{X}) \) given by the \( \mathcal{X}_S \)-measurable gambles. There exists a one-to-one correspondence between \( \mathcal{L}_S(\mathcal{X}) \) and \( \mathcal{L}(\mathcal{X}_S) \), and we will sometimes abuse the notation by writing \( \mathcal{D} \cap \mathcal{L}_S(\mathcal{X}) \) when we mean \( \mathcal{D} \cap \mathcal{L}_S(\mathcal{X}_S) \) for a given set of gambles \( \mathcal{D} \subseteq \mathcal{L}(\mathcal{X}) \). For clarity, we shall use the notation \( \text{posi}_S \) when the natural extension is applied with respect to the set of \( S \)-measurable gambles, and use \( \text{posi} \) in case the natural extension is taken with respect to \( \mathcal{L}(\mathcal{X}) \). If we consider \( \mathcal{D}_S \subseteq \mathcal{L}_S \), then its natural extension with respect to \( \mathcal{L}_S \) is given by
\[
\text{posi}_S(\mathcal{L}_S^+ \cup \mathcal{D}_S) = \text{posi}(\mathcal{L}^+ \cup \mathcal{D}_S) \cap \mathcal{L}_S.
\]

Definition 7 (Coherence relative to a set of gambles). We shall say that a set \( \mathcal{D} \subseteq \mathcal{L}_S(\mathcal{X}) \) is coherent relative to \( \mathcal{L}_S(\mathcal{X}) \) when the set \( \mathcal{D}_S \subseteq \mathcal{L}_S(\mathcal{X}_S) \) that we can make a one-to-one correspondence with, is coherent.

Note that coherence of \( \mathcal{D} \) relative to \( \mathcal{L}_N(\mathcal{X}) \) is just coherence of \( \mathcal{D} \), which makes sense given that \( \mathcal{L}_N(\mathcal{X}) = \mathcal{L}(\mathcal{X}) \). It also follows that if \( \mathcal{D} \) is coherent relative to \( \mathcal{L}_S \), then it is a cone: \( \lambda f \in \mathcal{D} \) for every \( f \in \mathcal{D} \) and every \( \lambda > 0 \).

Definition 8 (Marginal set of gambles). Let \( \mathcal{D} \subseteq \mathcal{L}(\mathcal{X}) \) be a coherent set of desirable gambles and consider a subset \( S \) of \( N \). The \( S \)-marginal of \( \mathcal{D} \) is the set \( \mathcal{D} \cap \mathcal{L}_S(\mathcal{X}) \).

It follows that the \( S \)-marginal of a coherent set of desirable gambles is coherent relative to the set \( \mathcal{L}_S \).

In this paper, we study the problem of the compatibility of a number of partial assessments into a joint model. We shall assume that these assessments are modelled by coherent sets of desirable gambles. We consider therefore subsets \( S_1, \ldots, S_r \) of \( \{1, \ldots, n\} \), and for every \( j = 1, \ldots, r \) let \( \mathcal{D}_j \) be a subset of \( \mathcal{L}(\mathcal{X}) \) that is coherent with respect to the set \( \mathcal{L}_{S_j}(\mathcal{X}) \) of \( \mathcal{X}_{S_j} \)-measurable gambles. Our goal is to find conditions that guarantee the existence of a coherent set of desirable gambles \( \mathcal{D} \) that is ‘compatible’ with \( \mathcal{D}_1, \ldots, \mathcal{D}_r \). Let us clarify what we mean by compatibility in this context. A more general definition shall be introduced in Section 3.

Definition 9 (Pairwise compatibility for coherent sets of desirable gambles). We say that coherent sets of desirable gambles \( \mathcal{D}_i, \mathcal{D}_j \), with \( i \neq j \) in \( \{1, \ldots, r\} \), are pairwise compatible if and only if
\[
\mathcal{D}_i \cap \mathcal{L}_{S_j}(\mathcal{X}) = \mathcal{D}_j \cap \mathcal{L}_{S_i}(\mathcal{X}).
\]
In other words, those gambles on \( \mathcal{D}_j \) that are \( S_j \)-measurable belong to \( \mathcal{D}_j \), and viceversa. If we regard our models as coming from different sources, the interpretation would be that, if two sources provide an assessment about the same gamble \( f \), it cannot be that \( f \) is deemed desirable by one of them and not by the other.

Definition 10 (Compatibility for coherent sets of desirable gambles). \( \mathcal{D}_1, \ldots, \mathcal{D}_r \) are said to be compatible if and only if there is a coherent set of desirable gambles \( \mathcal{D} \) on \( \mathcal{L}(\mathcal{X}) \) that is pairwise compatible with each of them, in the sense that \( \mathcal{D} \cap \mathcal{L}_{S_j}(\mathcal{X}) = \mathcal{D}_j \) for every \( j = 1, \ldots, r \). We also say that \( \mathcal{D} \) is compatible with \( \mathcal{D}_1, \ldots, \mathcal{D}_r \).

The following result gives an equivalent expression of compatibility in terms of the notion of natural extension from Definition 3:

Proposition 1. Consider sets of desirable gambles \( \mathcal{D}_1, \ldots, \mathcal{D}_r \) such that \( \mathcal{D}_j \) is coherent relative to \( \mathcal{L}_{S_j} \). They are compatible if and only if the natural extension \( \mathcal{E} \) of \( \bigcup_{j=1}^r \mathcal{D}_j \) satisfies \( \mathcal{E} \cap \mathcal{L}_{S_j} = \mathcal{D}_j \) for \( j = 1, \ldots, r \).
For instance, if we consider binary variables and the sets of desirable gambles \( D_1, \ldots, D_r \), the compatibility of the sets \( S_1, \ldots, S_r \) satisfy the running intersection property if and only if

\[
\forall (i = 2, \ldots, r) (\exists j^* < i) \ S_i \cap (\cup_{j<i} S_j) = S_i \cap S_{j^*}.
\]

We next extend this result to the case where our belief models are sets of desirable gambles:

**Theorem 2.** If \( S_1, \ldots, S_r \) satisfy RIP and the sets \( D_1, \ldots, D_r \) are pairwise compatible, then they are compatible.

This result generalises most of previous work in the literature about compatibility in the unconditional case; we discuss this point at some length in Section 2.3. It is also useful to observe that to verify compatibility according to Theorem 2 we only need to marginalise and compare given sets of desirable gambles (let us call this the ‘local’ complexity), which means that the computational complexity of this task will be linear in \( r \). Stated differently, such a task will be well solved as long as the local problem will be.

The following example illustrates the result:

**Example 1.** Consider \( N := \{1, 2, 3, 4\} \), and the sets of variables \( S_1 := \{1, 2\}, S_2 := \{1, 3\}, S_3 := \{3, 4\} \). These sets of variables satisfy the running intersection property. Therefore Theorem 2 tells us that if we model our uncertainty about these variables by means of coherent sets of desirable gambles \( D_{S_1}, D_{S_2}, D_{S_3} \), they will be compatible if and only if they are pairwise compatible, which in this case means that

\[
D_{S_1} \cap \mathcal{L}(X_1) = D_{S_2} \cap \mathcal{L}(X_1) \quad \text{and} \quad D_{S_3} \cap \mathcal{L}(X_3) = D_{S_3} \cap \mathcal{L}(X_3).
\]

For instance, if we consider binary variables and the sets of desirable gambles

\[
D_{S_1} := \{ f \in \mathcal{L}(X_{1,2}) : \min\{f(0,1), f(1,0)\} > 0 \} \cup \mathcal{L}^+(X_{S_1}),
\]

\[
D_{S_2} := \{ f \in \mathcal{L}(X_{1,3}) : \min\{f(1,1), f(0,1)\} > 0 \} \cup \mathcal{L}^+(X_{S_2}),
\]

\[
D_{S_3} := \{ f \in \mathcal{L}(X_{3,4}) : \min\{f(1,1), f(1,0)\} > 0 \} \cup \mathcal{L}^+(X_{S_3}),
\]

then pairwise compatibility holds, since we have that

\[
D_{S_1} \cap X_1 = D_{S_2} \cap X_1 = \{ f \in X_1 : \min\{f(0), f(1)\} > 0 \} \cup \mathcal{L}^+(X_1)
\]

and

\[
D_{S_3} \cap X_3 = D_{S_3} \cap X_3 = \{ f \in X_3 : f(1) > 0 \} \cup \mathcal{L}^+(X_3).
\]

This means that they are also globally compatible. One such compatible joint is their natural extension, which gives

\[
D = \{ f \in \mathcal{L}(X_N) : \min\{f(0, 1, 1, 1), f(0, 1, 1, 0), f(1, 0, 1, 1), f(1, 0, 1, 0)\} > 0 \} \cup \mathcal{L}^+.
\]

**Remark 1.** As suggested by a Referee, in some cases if our coherent sets of desirable gambles \( D_1, \ldots, D_r \) represent different pieces of information we may not expect them to carry the same information for the common variables; in other words, we may look for the existence of a coherent superset of \( \bigcup_{i=1}^r D_i \) without imposing the pairwise compatibility of the sets \( D_1, \ldots, D_r \).

The set \( \bigcup_{i=1}^r D_i \) has a coherent superset if and only if its natural extension \( \mathcal{E} \) is coherent, and in that case we obtain the compatibility of the sets \( D'_1, \ldots, D'_r \), where \( D'_j := \mathcal{E} \cap \mathcal{L}_{S_j} \). We then deduce from Proposition 1 and Theorem 2 that, if \( S_1, \ldots, S_r \) satisfy RIP, then the following are equivalent:

- \( D_1 \cup \cdots \cup D_r \) has a coherent superset,
\[ \mathcal{E} := \text{posi}(\mathcal{L}^+ \cup \bigcup_{i=1}^r \mathcal{D}_i) \text{ is coherent,} \]
\[ \mathcal{D}_1, \ldots, \mathcal{D}_r \text{ are compatible,} \]
\[ \mathcal{D}_1, \ldots, \mathcal{D}_r \text{ are pairwise compatible,} \]

where, for every \( j = 1, \ldots, r \),
\[ \mathcal{D}_j' := \text{posi}(\mathcal{L}^+ \cup \bigcup_{i=1}^r \mathcal{D}_i) \cap \mathcal{L}_{S_j}. \]

This is also relevant for the treatment of compatibility we shall make in the conditional case (see Section 3.1 later on), where we shall verify whether some set of gambles that we can derive from the conditional assessments avoids partial loss. 

2.2. Coherent lower previsions

A slightly more precise model than coherent sets of desirable gambles are coherent lower previsions [89, Chapter 2]. These generalise de Finetti’s pioneering work on subjective probability theory [26] to the imprecise case; in fact, as we shall see in Proposition 3 below, the compatibility of different sources is equivalent to de Finetti’s notion of coherence, extended by Williams and Walley to the imprecise case.

**Definition 12 (Coherent lower and upper previsions).** Let \( \mathcal{D} \) be a coherent set of desirable gambles in \( \mathcal{L} \). For all \( f \in \mathcal{L} \), let
\[ P(f) := \sup \{ \mu \in \mathbb{R} : f - \mu \in \mathcal{D} \}; \]  
(3)

it is called the lower prevision of \( f \). The conjugate value given by \( P(-f) := -P(-f) \) is called the upper prevision of \( f \). The functionals \( \underline{P}, \overline{P} : \mathcal{L} \to \mathbb{R} \) are respectively called a coherent lower prevision and a coherent upper prevision.

A coherent lower prevision satisfies the following conditions for every \( f, g \in \mathcal{L} \) and every \( \lambda > 0 \):

C1. \( P(f) \geq \inf \{ g : g \in \mathcal{L} \} \) [Accepting Sure Gains];
C2. \( P(\lambda f) = \lambda P(f) \) [Positive Homogeneity];
C3. \( P(f + g) \geq P(f) + P(g) \) [Superlinearity].

These conditions are often taken in the literature as axioms of coherent lower previsions whenever they are used as the primitive models of uncertainty and are defined on \( \mathcal{L} \).

**Definition 13 (Linear prevision).** Let \( \underline{P}, \overline{P} \) be coherent lower and upper previsions on \( \mathcal{L} \). If \( \underline{P}(f) = \overline{P}(f) \) for some \( f \in \mathcal{L} \), then we call the common value the prevision of \( f \) and we denote it by \( P(f) \). If this happens for all \( f \in \mathcal{L} \) then we call the functional \( P \) a linear prevision.

Linear previsions correspond to de Finetti’s previsions, and their restriction to events are finitely additive probabilities. A coherent lower prevision \( \underline{P} \) has a set of dominating linear previsions:
\[ \mathcal{M}(\underline{P}) := \{ P \text{ linear prevision} : (\forall f \in \mathcal{L}) \ P(f) \geq \underline{P}(f) \}, \]

which turns out to be closed and convex. Since each linear prevision is in a one-to-one correspondence with a finitely additive probability measure (its restriction to events), we can regard \( \mathcal{M}(\underline{P}) \) also as a set of probabilities. Moreover, \( \underline{P} \) is the lower envelope of the previsions in \( \mathcal{M}(\underline{P}) \):
\[ (\forall f \in \mathcal{L}) \ P(f) = \min \{ P(f) : P \in \mathcal{M}(\underline{P}) \}. \]

The coherent upper prevision \( \overline{P} \) is the upper envelope of the same set; as a consequence, \( \underline{P}(f) \leq \overline{P}(f) \) for all \( f \in \mathcal{L} \).

\[ \text{In the weak* topology, which is the smallest topology such that all the evaluation functionals given by } f(P) := P(f), \text{ where } f \in \mathcal{L}, \text{ are continuous.} \]
Example 2. If we return to Example 1, we see that the coherent lower previsions associated with the coherent sets of desirable gambles in that example are given by

\[
(\forall f \in \mathcal{L}_{S_1}) \quad P_{S_1}(f) = \min\{f(0,1), f(1,0)\},
\]

\[
(\forall f \in \mathcal{L}_{S_2}) \quad P_{S_2}(f) = \min\{f(1,1), f(0,1)\},
\]

\[
(\forall f \in \mathcal{L}_{S_3}) \quad P_{S_3}(f) = \min\{f(1,1), f(1,0)\},
\]

which are equivalent to the assessments

\[
P(X_1 \neq X_2) = 1 = P(X_3 = 1).
\]

Thus, a compatible coherent lower prevision is the lower envelope of the set of probabilities degenerate on the mass functions \(\{(0,1,1,0),(0,1,1,1),(1,0,1,0),(1,0,1,1)\}\). Note here that \(D_{S_3}\) is not the only coherent set of desirable gambles that induces \(P_{S_3}\); for instance, we may also use

\[
D'_{S_3} := \{f : \min\{f(1,1), f(1,0)\} > 0\} \cup \{f : f(1,1) = f(0,1) = 0 < f(0,0)\} \cup \mathcal{L}^+_3. \quad \diamondsuit \tag{4}
\]

More generally speaking, a lower prevision \(P\) defined on a set of gambles \(K \subseteq \mathcal{L}\) is called coherent if and only if it is the restriction of a coherent lower prevision \(Q\) on \(L\). The smallest such \(Q\) is called the natural extension of \(P\), and it is given by

\[
E(f) := \min\{P(f) : P\text{ linear prevision}, (\forall g \in K) \quad P(g) \geq P(g)\}.
\]

As shown in Example 2, coherent sets of desirable gambles are in general more informative than coherent lower previsions, in the sense that there exist different coherent sets of desirable gambles \(D_1 \neq D_2\) inducing the same coherent lower prevision by means of Eq. (3); the smallest such set satisfies a property called strict desirability:

**Definition 14 (Strict desirability).** A coherent set of gambles \(D\) is said to be strictly desirable if it satisfies the following condition:

\[
D_0. \quad f \in D \setminus \mathcal{L}^+ \Rightarrow (\exists \delta > 0) \ f - \delta \in D \quad [\text{Openness}],
\]

where addition of a gamble with a constant is meant pointwise.

Strict desirability means that \(D \setminus \mathcal{L}^+\) does not include its topological border. By an abuse of terminology, \(D\) is said to be open too.

There is a one-to-one correspondence between coherent lower previsions and strictly desirable sets: from \(P\) we can induce the set

\[
D_P := \{f \in \mathcal{L} : f \geq 0 \text{ or } P(f) > 0\}; \tag{5}
\]

\(D_P\) is coherent and strictly desirable and moreover induces \(P\) through Eq. (3). Moreover, it is the only coherent and strictly desirable set to do so.

Similarly to Definition 8, given a coherent lower prevision on \(L\) and a subset of variables \(S\), we call its \(S\)-marginal the model of the information that \(P\) encompasses on the variables in \(S\):

**Definition 15 (Marginal coherent lower prevision).** Let \(P\) be a coherent lower prevision on \(L\) and a non-empty \(S \subseteq N\). Then the \(S\)-marginal coherent lower prevision it induces is given by

\[
P_S(f) := P(f)
\]

for all \(f \in \mathcal{L}_S\).

The \(S\)-marginal is simply the restriction of \(P\) to \(\mathcal{L}_S\).

In terms of coherent lower previsions, the notion of compatibility in Definition 10 means that, given marginal coherent lower previsions \(P_{S_1}, \ldots, P_{S_r}\) with respective domains \(\mathcal{L}_{S_1}, \ldots, \mathcal{L}_{S_r}\), there exists a coherent lower prevision on \(L\) with these marginals. Pairwise compatibility means that the lower prevision \(P\) we can define on \(K := \mathcal{L}_{S_1} \cup \cdots \cup \mathcal{L}_{S_r}\) by \(P(f) = P_{S_j}(f)\) for every \(f \in \mathcal{L}_{S_j}\) is well defined.

It is immediate then to show that compatibility is equivalent to the coherence of \(P\).
Proposition 3. Let $P_1, \ldots, P_r$ be coherent lower previsions with respective domains $\mathcal{L}_{S_1}, \ldots, \mathcal{L}_{S_r}$. Assume they are pairwise compatible, and let $P$ be the lower prevision they determine on $\mathcal{K} = \bigcup_{i=1}^r \mathcal{L}_{S_i}$. The following are equivalent:

(a) $P_1, \ldots, P_r$ are globally compatible.

(b) $P$ is a coherent lower prevision on $\mathcal{K}$.

(c) $P_1, \ldots, P_r$ are globally compatible with the natural extension $E$ of $P$.

From Theorem 2 and the correspondence between coherent lower previsions and sets of desirable gambles, it is not difficult to establish the following:

Corollary 4. Consider subsets $S_1, \ldots, S_r$ of $\{1, \ldots, r\}$ satisfying RIP and for every $j$ let $P_j$ be a coherent lower prevision on $\mathcal{L}_{S_j}$. The following are equivalent:

(a) $P_1, \ldots, P_r$ are pairwise compatible.

(b) There exists a coherent lower prevision $P$ on $\mathcal{L}$ with marginals $P_1, \ldots, P_r$.

2.3. Discussion

As a particular case of Corollary 4, we would obtain the result for linear previsions, that is, expectation operators with respect to a probability. We formalise the case of finite spaces that is the most common in the literature:

Corollary 5. Consider finite possibility spaces $X_1, \ldots, X_n$ and subsets $S_1, \ldots, S_r$ of $N$. The following are equivalent:

1. For any pairwise compatible probability measures $P_1, \ldots, P_r$ on $\mathcal{P}(X_{S_1}), \ldots, \mathcal{P}(X_{S_r})$, there exists a probability measure $P$ on $\mathcal{P}(X)$ with marginals $P_1, \ldots, P_r$.

2. $S_1, \ldots, S_r$ satisfy the running intersection property.

In particular, our Corollary 4 can also be applied to possibility measures and belief functions, which were the belief models considered in [82], and that can be regarded as particular cases of coherent upper and lower previsions, respectively. We also cover [86, Proposition 4.2], with one qualification: instead of pairwise compatibility, Vejnarová considers the weaker notion called projectivity, which means that the corresponding sets of probability measures have non-empty intersection; this is related to Remark 1.

Nevertheless, it is important to remark that our result in terms of sets of desirable gambles (resp., coherent lower previsions) guarantees the existence of a global set of desirable gambles (resp., coherent lower prevision) whose marginals are the belief models we started with. Although this holds in particular if our set of desirable gambles is associated for instance with a possibility measure, it does not follow immediately that our global model (that we build considering techniques of natural extension) is also associated with a possibility measure; see [82, Example 2] for a counterexample. Therefore if one is interested in achieving a global model that belongs to the same family as the marginal ones, they should make additional considerations on top of our results.

Let us finally remark that RIP is necessary for pairwise compatibility to imply compatibility: in fact, Beeri at al. show in [5, Theorem 3.4] that if the sets of variables $S_1, \ldots, S_r$ do not satisfy RIP, then it is possible to find marginal probability measures $P_1, \ldots, P_r$ that are pairwise compatible while not being compatible. This can readily be extended to the case where beliefs are expressed in terms of sets of desirable gambles by using the correspondence in Eq. (5).

\footnote{As remarked by a Referee, the key in this next result is that the correspondence between coherent lower previsions and coherent sets of desirable gambles established in (5) is a monomorphism, where these two belief models are valuation algebras in which the combination operator corresponds to the natural extension of the maximum (resp., union), the focusing operator corresponds to marginalisation and the neutral elements are, respectively, the vacuous coherent lower prevision, $P(f) = \inf f$ (for all $f$) and the set $\mathcal{L}^+$ of non-negative gambles. See [52, Section 3.3.2] for more information.}
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3. Compatibility of conditional models

We consider next a more general framework: that where our assessments are possibly of a conditional nature. Thus, given two disjoint subsets \( O, I \) of our set of variables \( N \), we assume that we have a belief model about the variables in \( O \), given information about the variables in \( I \). The situation considered in Section 2 corresponds to the particular case where \( I \) is empty: then, what we have is marginal information about the variables in \( O \).

3.1. Conditional sets of desirable gambles

In this section, we consider the case where our belief models are sets of desirable gambles. We need first to extend the notion of coherence to the conditional case:

**Definition 16 (Separately coherent conditional sets of desirable gambles).** Consider two disjoint subsets \( I, O \) of \( N \) with \( O \neq \emptyset \). A separately coherent conditional set of desirable gambles \( D_O|X_I \) is given by

\[
D_O|X_I := \cup_{x_I \in X_I} D_O|x_I,
\]

where, for every \( x_I \in X_I \), \( D_O|x_I \) is defined as

\[
D_O|x_I := \{ f \in L(X_{O \cup I}) : f = \mathbb{I}_{X_I=x_I} \cdot f(x_I, \cdot) \in D_O^x \}
\]

for some coherent set of desirable gambles \( D_O^x \subseteq L(X_O) \) on \( X_O \). In case \( I = \emptyset \), \( D_O|X_I \) is a single coherent set of desirable gambles \( D_O \).

Formally, \( D_O|X_I \) is a subset of \( L_{O \cup I} \), but it need not be coherent relative to it: it is only coherent once we focus on each particular element \( x_I \in X_I \). Nevertheless, for the purposes of this paper we can equivalently work with its natural extension on \( L_{O \cup I} \), which is given by

\[
\{ f \in L_{O \cup I} : f \neq 0, (\forall x_I \in X_I) f(x_I, \cdot) \in D_O|x_I \cup \{0\} \},
\]

and that is indeed coherent relative to \( L_{O \cup I} \).

As one particular instance of separately coherent conditional sets of desirable gambles, we have those induced by unconditional sets:

**Definition 17 (Induced separately coherent conditional set of desirable gambles).** Let \( D \) be a coherent set of gambles and consider two disjoint subsets \( I, O \) of \( N \) with \( O \neq \emptyset \). The separately coherent conditional set of desirable gambles induced by \( D \) is given by

\[
D_O|X_I := \cup_{x_I \in X_I} D_O|x_I, \quad \text{where } D_O|x_I := \{ f \in D \cap L_{O \cup I} : f = \mathbb{I}_{X_I=x_I} \cdot f \}.
\]

When \( I = \emptyset \) Equation (7) reduces to \( D_O := D \cap L_O \), i.e., it produces the marginal set of desirable gambles that \( D \) induces on the set of variables \( O \). Thus, Definition 8 is a particular case of this one.

**Example 3.** If we return to Example 2 and in particular to Eq. (4), we can see how the coherent sets of desirable gambles \( D_{S_3} \) and \( D_{S_3}' \), which induce the same coherent lower prevision \( L_{S_3} \), produce different conditional sets of desirable gambles: we obtain

\[
D_4|(X_3 = 0) = L_4^+ \quad \text{while } D_4'|(X_3 = 0) = \{ f \in L_4 : f(0) > 0 \} \cup L_4^+.
\]

This shows that coherent sets of desirable gambles are useful for determining conditional assessments, in particular when the conditioning event has (lower) probability zero.

**Definition 18 (Compatibility of conditional sets of desirable gambles).** Consider disjoint subsets \( O_j, I_j \) of \( N \), with \( O_j \neq \emptyset \), for \( j = 1, \ldots, r \), and let \( D_O_j|X_{I_j} \) be a separately coherent conditional set of desirable gambles for \( j = 1, \ldots, r \). These sets are said to be compatible when there is a coherent set of desirable gambles \( D \) that induces each of them by means of Eq. (7).
From our comments above, this definition subsumes Definition 10 as a particular case. It is also a generalisation of the notion we called conformity in [68, Definition 11] for the particular case where we have one conditional and one unconditional model; the idea is again that there exists a joint model from which we can derive all the assessments. As such the notion of compatibility in Definition 18 is nothing else than what we called ‘strong coherence’ in [98, Definition 25]: the notion of coherence for a collection of sets of desirable gambles (as opposed to its special case of coherence for a single set, as given in Definition 2).

**Remark 2.** Let us remark that, in the context of non-additive measures, which can be regarded as particular cases of coherent sets of desirable gambles, we can find many proposals in the literature to induce a conditional model from an unconditional one; see for instance [22, 30, 33, 39, 63] and the references therein. The notion we consider in Definition 18 for coherent sets of desirable gambles corresponds to Williams-Walley’s generalised Bayes rule and can be defended based on their behavioural interpretation of desirability. Note that if we apply this procedure to a particular family of non-additive measures, the induced conditional model may not always belong to such a family (this is the same issue we mentioned at the end of Section 2): for this reason, if someone wants to focus on some particular model, such as possibility measures, it would be necessary to consider some alternative proposals, or—probably more sensibly—to approximate the generalised Bayes rule through members of the chosen family.

One immediate consequence of the above definition is the following result, which is similar to Proposition 1:

**Proposition 6.** Consider disjoint subsets \(O_j, I_j\) of \(N\), with \(O_j \neq \emptyset\), for \(j = 1, \ldots, r\), and let \(D_{O_j}|X_{I_j}\) be a separately coherent conditional set of desirable gambles for \(j = 1, \ldots, r\).

1. If \(D_{O_j}|X_{I_1}, \ldots, D_{O_j}|X_{I_r}\) are compatible, then \(\cup_{j=1}^r D_{O_j}|X_{I_j}\) avoids partial loss.

2. If \(D_{O_j}|X_{I_1}, \ldots, D_{O_j}|X_{I_r}\) are compatible, the smallest coherent set of desirable gambles that induces \(D_{O_j}|X_{I_j}\) by (7) for \(j = 1, \ldots, r\) is the natural extension \(E\) of \(\cup_{j=1}^r D_{O_j}|X_{I_j}\).

**Example 4.** Using the notation of Example 1, consider the following two separately coherent sets of desirable gambles:

\[
D_3|X_4 := \mathcal{L}_3^+ \quad \text{and} \quad D_4|X_3 := \mathcal{L}_4^+.
\]

These two sets are compatible given that they can both be induced by \(D_{S_4}\) in Example 1 via Eq. (7), and as a consequence \(\mathcal{L}_3^+ \cup \mathcal{L}_4^+\) avoids partial loss. \(D_{S_4}\) is however not their natural extension since the smallest coherent set that induces them is obviously the vacuous set \(\mathcal{L}_{S_4}^+\).

We deduce from Proposition 6 that the verification of compatibility comprises two parts: the first one is whether our sets of desirable gambles avoid partial loss; if the answer is positive, we should verify next whether the natural extension \(E\) of our assessments induces them by means of (7); note that, for this second part, it suffices to know the marginals \(E \cap D_{O_j}|X_{I_j}(X)\) for \(j = 1, \ldots, r\).

In this paper, we shall provide two algorithms that will simplify the verification of the condition of avoiding partial loss and the computation of the marginals of the natural extension; but before we tackle this problem, we think it is important to clarify why we cannot express it more simply in terms of unconditional sets of desirable gambles.

Indeed, it follows from the above reasoning that, if we want to compute the natural extension of \(\cup_{j=1}^r D_{O_j}|X_{I_j}\) we may first compute separately the natural extension of each of the sets \(D_{O_j}|X_{I_j}\) for \(j = 1, \ldots, r\) by means of (6). If we denote \(\mathcal{E}_1, \ldots, \mathcal{E}_r\) these natural extensions, it follows that \(E\) is also the natural extension of \(\cup_{j=1}^r \mathcal{E}_j\). Thus, we might be tempted by trying to reduce the problem to that of the compatibility of \(\mathcal{E}_1, \ldots, \mathcal{E}_r\), which we have tackled in Section 2, and that can be deduced from pairwise compatibility and RIP.

Unfortunately, such a procedure does not work, because the compatibility of \(D_{O|X_1}, \ldots, D_{O|r}|X_r\) does not imply the pairwise compatibility of the sets \(\mathcal{E}_1, \ldots, \mathcal{E}_r\). This is discussed in Appendix A.1.

Taking this into account, given a number of coherent sets of desirable gambles \(D_1, \ldots, D_r\) that gather information on different sets of variables \(S_1, \ldots, S_r\), we shall investigate if these sets avoid partial loss, meaning that they have a joint coherent superset; but we are not requiring anymore that \(\bigcap S_j = D_j\) for every \(j\). Indeed, if the coherent set \(D_j\) is obtained as the natural extension of a separately coherent conditional set \(D_{O_j}|X_{I_j}\), what we should verify next is whether the coherent superset \(D\) induces \(D_{O_j}|X_{I_j}\) by means of Eq. (7), and not whether \(D_j\) is the marginal of \(D\) on \(X_{O_j \cup I_j}\).

Our first result tells us that if a variable appears only in one of these sets, then our assessments on this variable are not relevant for the compatibility problem:
To this end, first we need to introduce the following notion:

**Definition 20**

A gamble avoids partial loss if and only if there is a coherent set of desirable gambles.

For every $i = 1, \ldots, r$, let $D_i^* := D_i \cap L_{S_i \cap (\cup_j s_j)}$. Then:

$$\cup_{i=1}^r D_i^* \text{ avoids partial loss} \iff \cup_{i=1}^r D_i^* \text{ avoids partial loss.}$$

This result is actually not surprising: the assessments that are made in only one of our belief models cannot be contradicted by any other, and thus will never cause us to violate compatibility.

### 3.2. Conditional lower previsions

Similarly to what we did in the unconditional case, from our results on the compatibility of (conditional) sets of desirable gambles we can derive analogous results for (conditional) lower previsions. Let us recall a number of preliminary notions (see [66] for details about the relation of desirable gambles with conditional lower previsions).

**Definition 19 (Coherent conditional lower and upper previsions).** Let $\mathcal{D}$ be a coherent set of desirable gambles in $\mathcal{L}$. Consider two disjoint subsets $I, O$ of $N$, with $O \neq \emptyset$, and $x_1 \in \mathcal{X}_1$. For all $f \in L_{O \cup I}$, let

$$P_O(f|x_1) := \sup\{\mu \in \mathbb{R} : x_1(f - \mu) \in \mathcal{D}\}$$

be the conditional lower prevision of $f$ given $x_1$. The conjugate value given by $P_O^-(f|x_1) := -P_O(-f|x_1)$ is called the conditional upper prevision of $f$. The functionals $P_O, P_O^-$ are respectively called a coherent conditional lower prevision and a coherent conditional upper prevision.

Denote by $\inf_{X_1} f$ the infimum value that $f$ takes on $\{x_1\}$. $P_O(\cdot|x_1)$ satisfies the following conditions for all $f \in L_{O \cup I}$ and all real $\lambda > 0$:

- **CC1.** $P_O(f|x_1) \geq \inf_{X_1} f$;
- **CC2.** $P_O(\lambda f|x_1) = \lambda P_O(f|x_1)$;
- **CC3.** $P_O(f + g|x_1) \geq P_O(f|x_1) + P_O(g|x_1)$.

Again, these conditions can be regarded as axioms of coherent conditional lower previsions.

If we make this procedure for every $x_1 \in \mathcal{X}_1$, we obtain the following:

**Definition 20 (Separately coherent conditional lower prevision).** Consider two disjoint subsets $I, O$ of $N$, with $O \neq \emptyset$. For all $x_1 \in \mathcal{X}_1$, let $P_O(\cdot|x_1)$ be a conditional coherent lower prevision. Then we call

$$P_O(\cdot|X_I) := \sum_{x_1 \in \mathcal{X}_1} \mathbb{I}_{x_1} P_O(\cdot|x_1)$$

a separately coherent conditional lower prevision.

For every $f \in L_{O \cup I}$, $P_O(f|X_I)$ is the gamble that takes the value $P_O(f|x_1)$ in $x_1 \in \mathcal{X}_1$; it is an $\mathcal{X}_I$-measurable gamble: $P_O(f|X_I) \in \mathcal{L}_I$.

Now consider a finite number of separately coherent conditional lower previsions $P_{O_1} (\cdot|X_{I_1}), \ldots, P_{O_r} (\cdot|X_{I_r})$ on respective domains $L_{O_1 \cup I_1}, \ldots, L_{O_r \cup I_r}$. Their joint coherence is defined very naturally as follows:

**Definition 21 (Strong coherence of a collection of separately coherent conditional lower previsions).** Given the collection $P_{O_1} (\cdot|X_{I_1}), \ldots, P_{O_r} (\cdot|X_{I_r})$, we say that the conditional lower previsions are (strongly) coherent if and only if there is a coherent set of desirable gambles $\mathcal{D} \subseteq \mathcal{L}$ such that $P_{O_i} (\cdot|X_{I_i})$ can be recovered from $\mathcal{D}$ through (8), for all $i = 1, \ldots, r$.

Next we consider the consistency condition of avoiding partial loss, which is weaker than strong coherence; it allows us to know when a non-coherent collection of conditional lower previsions can be extended into a coherent one. To this end, first we need to introduce the following notion:

---

6This is what Williams originally called coherence [87, 94].
We denote dominance for short also as $P$ induces the conditional lower previsions by means of Eq. (8). Thus, the problem reduces to the one we have tackled in Definition 21. In fact, we observed already in Proposition 8. Given two collections of separately coherent conditional lower previsions, $P_{D_1}(|X_i|), \ldots, P_{D_r}(|X_i|)$ and $P'_{D_1}(|X_i|), \ldots, P'_{D_r}(|X_i|)$, we say that the latter dominates the former if and only if
\[(\forall i = 1, \ldots, r)(\forall f \in L_{O_i|I_i})(\forall x_i \in X_i) \quad P'_{D_i}(f|x_i) \geq P_{D_i}(f|x_i).\]
We denote dominance for short also as $P'_{D_i}(\cdot|X_i) \succeq P_{D_i}(\cdot|X_i)$.

**Definition 23 (Avoiding partial loss of a collection of separately coherent conditional lower previsions).** Given a collection of separately coherent conditional lower previsions, $P_{D_1}(|X_i|), \ldots, P_{D_r}(|X_i|)$, we say that the collection avoids partial loss if and only if there is a strongly coherent collection $P'_{D_1}(|X_i|), \ldots, P'_{D_r}(|X_i|)$ that dominates it.

Obviously strong coherence implies that a collection avoids partial loss, but not vice versa. In fact, the condition of avoiding partial loss is tantamount to the possibility of turning a non-coherent collection into a coherent one, by making the assessments more precise. The least-committal way to do so is called the natural extension:

**Definition 24 (Natural extension of a collection of separately coherent conditional lower previsions).** Given a collection of separately coherent conditional lower previsions, $P_{D_1}(|X_i|), \ldots, P_{D_r}(|X_i|)$, its natural extension is the smallest dominating strongly coherent collection $P'_{D_1}(|X_i|), \ldots, P'_{D_r}(|X_i|)$ (i.e., the one that is dominated by all the dominating ones).

Similarly to what we mentioned in the unconditional case, two different coherent sets of desirable gambles $D_1, D_2$ may determine the same conditional lower prevision by means of Eq. (8). As a consequence, sets of desirable gambles constitute a more general uncertainty model than coherent lower previsions.

On the other hand, and similarly to Eq. (5), if we work with coherent lower previsions as the primary model, we can always make a transformation into sets of desirable gambles: given a separately coherent conditional lower prevision $P(X_O|X_I)$ on $L_{O:|I}$, the set
\[D_{|I} := \{x_I : f - P(f|x_I) = 0\} \cup \{f \in L_{O:|I}^+ : f = \mathbb{I}_{x_I} f\}\]  
(9)
is a coherent subset of $L_{O:|I}$. Moreover, the union $D_{|I}$ induces $P(X_O|X_I)$ by means of Eq. (8). Indeed, we have the following:

**Proposition 8.** Consider separately coherent conditional lower previsions $P_{D_1}(|X_i|), \ldots, P_{D_r}(|X_i|)$ with respective domains $L_{O_1:|I_1}, \ldots, L_{O_r:|I_r}$. Let $D_{|I_1}X_{I_1}, \ldots, D_{|I_r}X_{I_r}$ be the sets of desirable gambles they induce by means of Eq. (9). Define $\mathcal{D} := \bigcup_{i=1}^r D_{|I_i}X_{I_i}$ and let $\mathcal{E}$ be its natural extension.

1. $P_{D_1}(|X_i|), \ldots, P_{D_r}(|X_i|)$ avoid partial loss if and only if $\mathcal{D}$ avoids partial loss.
2. $P_{D_1}(|X_i|), \ldots, P_{D_r}(|X_i|)$ are strongly coherent if and only if $\mathcal{E}$ induces them by means of Eq. (8).

In fact, it is proven in [67, Theorem 7(2)] that the natural extension $\mathcal{E}$ of $\mathcal{D}$ induces the natural extensions $E_{D_1}(|X_i|), \ldots, E_{D_r}(|X_i|)$ of $P_{D_1}(|X_i|), \ldots, P_{D_r}(|X_i|)$.

Therefore, if we consider a number of separately coherent conditional lower previsions, the definition of compatibility that is akin to Definition 18 is that of coherence we have given in Definition 21. In fact, we observed already in [66, Theorem 11] that Definition 21 corresponds to the specialisation of strong coherence for desirability to the case of conditional lower previsions.

As a consequence, in order to verify compatibility, we should check (a) whether the set of desirable gambles determined by the separately coherent conditional lower previsions avoids partial loss; and (b) if its natural extension induces the conditional lower previsions by means of Eq. (8). Thus, the problem reduces to the one we have tackled in Section 3.1.
4. Exploiting the power of tree decomposition

In this section we consider the most general version of the compatibility problem, where we have \( n \) variables \( X_1, \ldots, X_n \) over which we assess \( r \) separately coherent conditional sets of desirable gambles \( D_{O_i} | X_{I_i} \), \( i = 1, \ldots, r \).

In the following we shall sometimes focus only on the variables involved in a certain set \( D_{O_j} | X_{I_j} \); we denote the qualitative form of their relation by the so-called ‘template’ \( X_{O_j} | X_{I_j} \).

As a running example we consider the following \( r = 13 \) templates over \( n = 15 \) variables:

\[
\begin{align*}
X_2 &| X_1, X_2 | X_4, X_3 | X_2, X_5 | X_4, X_5 | X_6, X_{11} | X_5, \{ X_9, X_{10} \}, \{ X_7, X_8, X_{11} \}, \\
X_7 &| X_{12}, X_{12} | X_8, X_{13} | X_8, X_{13} | X_{12}, X_{15} | \{ X_{13}, X_{14} \}, X_8 | X_{15}.
\end{align*}
\]

(10)

The problem now is how to check the compatibility of \( D_{O_i} | X_{I_i} \), \( i = 1, \ldots, r \). One issue is that if we let as usual \( S_j := O_j \cup I_j \) for all \( j \), RIP will not hold in general. However, it is well-known that we can enable RIP to hold by representing the templates through a graph and then proceeding by a so-called tree decomposition [42].

The procedure of tree decomposition has a long history and is related to the possibility of optimally decomposing a problem into smaller ones. The solutions of these smaller problems are then aggregated back to obtain the solution of the original problem, in a dynamic-programming fashion [11]. There is a wealth of applications of tree decomposition in Artificial Intelligence: e.g., in probabilistic inference [27, 48, 58], constraint satisfaction [28, 100], matrix decomposition [13, 73]. We are now going to add our generalised version of the compatibility problem to the list of problems that can be solved by tree decomposition.

Let us then proceed in the traditional way towards a tree decomposition. First, we create the so-called ‘domain graph’ (we are borrowing some terminology from [47]):

**Definition 25 (Domain graph).** Given templates \( X_{O_i} | X_{I_i} \), \( i = 1, \ldots, r \), over \( n \) variables, the corresponding domain graph is an undirected graph with \( n \) nodes such that node \( j \) is associated with variable \( X_j \), for all \( j = 1, \ldots, n \). Two nodes are connected in the domain graph if and only if there is a template \( j \) such that both nodes’ indexes belong to \( S_j \).

The domain graph for the running example is shown in Figure 1.

![Figure 1: Domain graph for the running example.](image)

The next definition gives an important property that domain graphs may satisfy:

**Definition 26 (Triangulated graph).** An undirected graph is triangulated if and only if all cycles of length greater than three are cut by a chord (the graph is also called chordal in this case).

It is easy to check that the domain graph of the running example is indeed triangulated (for instance, observe that the cycle \( X_8 - X_{12} - X_{13} - X_{15} \), of length four, is cut by cord \( X_8 - X_{13} \)).

Now we need some additional notion from graph theory:

**Definition 27 (Clique).** An undirected graph’s cliques are its fully connected subgraphs; a clique is said to be maximal if and only if it is not contained in any other clique.

For instance, in the running example the subgraph made of nodes \( \{ X_7, X_8 \} \) is a clique, which, in turn, is contained in the maximal clique \( \{ X_7, X_8, X_9, X_{10}, X_{11} \} \).

That the graph is chordal implies that the maximal cliques of the domain graph can be arranged in a join tree (see, e.g., [47, Theorem 4.4]).
**Definition 28 (Join tree).** A join tree is an undirected tree whose nodes correspond to the maximal cliques of a domain graph (each node contains the set of variables of the related clique), and with the property that whenever a variable belongs to two nodes, it belongs also to all the nodes in the path between them.

The latter property is actually the graphical version of RIP, in the sense that if we now let $S_i^q$ be equal to the set of variables’ indexes in clique $i$, for $i = 1, \ldots, q \leq r$, then $S_1^q, \ldots, S_r^q$ satisfy RIP. In other words, the join tree tells us how to optimally aggregate the original variables into clusters (i.e., cliques) so as to make RIP hold over them. Figure 2 shows the join tree for the running example. 

![Figure 2: Join tree for the running example. The cliques $C_1, \ldots, C_{11}$ are defined in Table 1.](image)

The procedure of creating a join tree from a triangulated domain graph is easy, and there are well-known, efficient algorithms to do so (see, e.g., [53, Section 10.4.2]). In case the domain graph is not triangulated, it is always possible to add edges to the domain graph so as to make it triangulated. Overall, this means that given a collection of templates, we can always assume that there is a triangulated graph associated with it and hence that there is a procedure that outputs the corresponding join tree.

Once the join tree is obtained, and hence we have RIP, we can exploit it to solve the compatibility problem; in particular, we can do this directly on the graph provided that we enrich the join tree by some quantitative information:

**Definition 29 (Junction tree).** A junction tree is obtained from a join tree by (i) assigning the uncertain information about template $X_{D_j} | X_i$, to a (single) node that contains the variables related to $S_j$, for all $j = 1, \ldots, r$; (ii) labelling each edge with a so-called separator denoting the variables in the intersection of the two connected nodes; and (iii) choosing a ‘root’ node for the tree in an arbitrary way.

The junction tree for the running example is in Figure 3; Table 1 gives some summary information about it. Note that we have chosen clique $\{X_5, X_{11}\}$ as the root of the tree. Moreover, we take $A_i$ to be the set of indexes of those cliques that are at distance $i$ from this root. Then trivially $A_0$ consists simply of the index of the root, and if the maximum distance to the root is $k$, then $\{A_0, A_1, \ldots, A_k\}$ forms a partition of the set of indexes. Labels $A_i$ are displayed in Figure 3 close to the cliques, with $i = 0, \ldots, 5$. We display also the sets of desirable gambles assigned to each clique. Separators between cliques are shown close to the edges connecting them. Note that a node of the junction tree can contain more than one set of desirable gambles.

![Figure 3: Junction tree for the running example. The cliques are now displayed explicitly through their corresponding sets of variables $S_i^j$.](image)

Considered our discussion in Section 3.1, in order to have compatibility we need that our original assessments at least avoid partial loss. For this reason, we can assume that at each node $j$ of the junction tree the associated assessments avoid partial loss: this implies no loss of generality because if they did not, then the overall set of assessments $D_{O_1} | X_1, \ldots, D_{O_r} | X_r$ would not avoid partial loss either.

---

7 However, this will increase the size of the cliques of the resulting graph and thus may heavily impact the computational complexity of the algorithms that exploit the tree decomposition.

8 Technically once we choose a root, we should talk of a rooted junction tree.

9 Theorem 10 later on makes sure that the choice of the root node is not relevant.
we obtain is a set of desirable gambles that is coherent relative to 
\( L \)

**Algorithm 1**

<table>
<thead>
<tr>
<th>Clique ((C_j))</th>
<th>Variables ((S_j'))</th>
<th>Distance to root ((A_i))</th>
<th>Desirable gambles ((D_j))</th>
</tr>
</thead>
<tbody>
<tr>
<td>(C_1)</td>
<td>{2, 4}</td>
<td>2</td>
<td>(D_2</td>
</tr>
<tr>
<td>(C_2)</td>
<td>{1, 2}</td>
<td>3</td>
<td>(D_2</td>
</tr>
<tr>
<td>(C_3)</td>
<td>{4, 5}</td>
<td>1</td>
<td>(D_3</td>
</tr>
<tr>
<td>(C_4)</td>
<td>{2, 3}</td>
<td>3</td>
<td>(D_3</td>
</tr>
<tr>
<td>(C_5)</td>
<td>{5, 11}</td>
<td>0</td>
<td>(D_{11}</td>
</tr>
<tr>
<td>(C_6)</td>
<td>{5, 6}</td>
<td>1</td>
<td>(D_6</td>
</tr>
<tr>
<td>(C_7)</td>
<td>{7, 8, 9, 10, 11}</td>
<td>1</td>
<td>(D_{9,11}</td>
</tr>
<tr>
<td>(C_8)</td>
<td>{7, 8, 12}</td>
<td>2</td>
<td>(D_7</td>
</tr>
<tr>
<td>(C_9)</td>
<td>{8, 13, 15}</td>
<td>4</td>
<td>(D_8</td>
</tr>
<tr>
<td>(C_{10})</td>
<td>{8, 12, 13}</td>
<td>3</td>
<td>(D_{13}</td>
</tr>
<tr>
<td>(C_{11})</td>
<td>{13, 14, 15}</td>
<td>5</td>
<td>(D_{15}</td>
</tr>
</tbody>
</table>

Table 1: The clique names, the variables involved in a clique, the distance to the root, as well as the set of desirable gambles associated with each clique. We see for instance that \(C_{10}\) is made by the union of two nodes, associated with the assessments \(X_{13}|X_8\) and \(X_{13}|X_{12}\); if these are modelled by means of the separately coherent conditional sets of desirable gambles \(D_{13}|X_8\) and \(D_{13}|X_{12}\), then the set of desirable gambles associated with \(C_{10}\) is given by \(D_{10} := D_{13}|X_8 \cup D_{13}|X_{12}\).

At this point we are ready to exploit the tree decomposition. The algorithms that rely on it are usually made of two passes: the first is called *collect evidence* and the second *distribute evidence*. Both require as input the junction tree.

We start by focusing on the first pass of collection of evidence, where all nodes propagate uncertain information towards the root. To simplify the notation, we denote by \(D_j\) the overall set of desirable gambles at node \(j\) obtained by taking the union of the assessments in such a node.

Our version of collect evidence is given in Algorithm 1.

**Algorithm 1** Collect evidence

```plaintext
1: procedure COLLECTEVIDENCE(a junction tree)
2: \hspace*{1cm} let \(k\) be the maximum distance of a node from the root; \(\triangleright \) Distance 0 is for the root itself.
3: \hspace*{1cm} let \(A_i\) be the set of nodes at distance \(i\) from the root, for \(i = 0, \ldots, k+1\); \(\triangleright \) \(A_{k+1}\) is always empty.
4: \hspace*{1cm} for \(i \leftarrow k, 0\) do \(\triangleright \) Focus on distance \(i\).
5: \hspace*{1cm} \hspace*{1cm} for all \(j \in A_i\) do \(\triangleright \) Consider the nodes in \(A_i\).
6: \hspace*{1cm} \hspace*{1cm} let \(A\) be the set of nodes adjacent to \(j\) in \(A_{i+1}\); \(\triangleright \) Focus on distance \(i\).
7: \hspace*{1cm} \hspace*{1cm} let \(D_j' := \text{pos}_{S_j'}(L_{S_j' \cap D_j} \cup \bigcup_{l \in A}(D_l' \cap L_{S_l' \cap S_j'}))\); \(\triangleright \) \(S_j' \cap S_l'\) is the separator of \(j\) and \(l\).
8: \hspace*{1cm} end for
9: end for
10: return the junction tree with the additional information \(D_j'\) at each node \(j = 1, \ldots, g\).
11: end procedure
```

This is essentially the standard form of collect evidence [47, Section 4.4], where we combine uncertain information from a node and some of its neighbours and then marginalise it on the variables of a separator before transmitting it along the related edge. Observe that the combination operator in line 7 is just the natural extension as defined in Eq. (2). The marginalisation operator is denoted, in the same line, by \(D_j' \cap L_{S_j' \cap S_l'}\), and is the restriction of \(D_j'\) to the set of \(S_j' \cap S_l'\)-measurable gambles. Note also that the subindex \(l\) in \(D_l'\) refers to a node in the junction tree, and that what we obtain is a set of desirable gambles that is coherent relative to \(L(X_{S_j'})\), where \(S_j'\) is the set of variables’ indexes in node \(j\). Moreover, the order in which the nodes in the same \(A_i\) are used in lines 5–8 in the algorithm is not relevant for the subsequent results, as can be seen from the proofs.

Let us illustrate the procedure with our running example, with the chosen root (clique \(\{X_5, X_{11}\}\)). Remember that labels \(A_i, i = 0, \ldots, 5\) induce a partition of the cliques determined by the distance of each clique from the root, given in the specific case by the following indexes: \(A_0 = \{5\}, A_1 = \{3, 6, 7\}, A_2 = \{1, 8\}, A_3 = \{2, 4, 10\}, A_4 = \{9\}, A_5 = \{11\}.)
Then some instances of the procedure depicted in Algorithm 1 would be as follows:

- In the leaves $j = 2$ and $j = 4$ from $A_3$, associated with $S'_2 = \{1, 2\}$ and $S'_4 = \{2, 3\}$, respectively, we make $D'_2 := D_2$ and $D'_4 := D_4$.
- In their neighbour $j = 1 \in A_2$, associated with $S'_1 = \{2, 4\}$, we make $D'_1 := \text{posi}_{2,4}(\mathcal{L}_{2,4}^+ \cup \mathcal{D}_1 \cup (D'_2 \cap \mathcal{L}_2) \cup (D'_4 \cap \mathcal{L}_2))$.
- Eventually, we get to the root node $j = 5$, associated with $S'_5 = \{5, 11\}$, and with neighbours $j = 3$ ($S'_3 = \{5, 4\}$), $j = 6$ ($S'_6 = \{5, 6\}$), $j = 7$ ($S'_7 = \{7, 8, 9, 10, 11\}$, and we make $D'_5 := \text{posi}_{3,11}(\mathcal{L}_{5,11}^+ \cup \mathcal{D}_5 \cup (D'_3 \cap \mathcal{L}_3) \cup (D'_6 \cap \mathcal{L}_3) \cup (D'_7 \cap \mathcal{L}_{11}))$.

The procedure in Algorithm 1 provides us with the restriction of the natural extension of $D_1, \ldots, D_q$ to the gambles that depend on the variables from the root node:

**Theorem 9.** Let $\mathcal{D}'_0$ denote the set produced by Algorithm 1 in the root node. Then $\mathcal{D}'_0$ is the restriction of the natural extension $\mathcal{E}$ of $\mathcal{D}_1, \ldots, \mathcal{D}_q$ to $\mathcal{L}_{S'_0}$.

We see from this result that $\mathcal{D}'_0 = \mathcal{E} \cap \mathcal{L}_{S'_0} = \text{posi}(\cup_j \mathcal{D}_j \cup \mathcal{L}^+) \cap \mathcal{L}_{S'_0}$, and also that $\mathcal{D}_1, \ldots, \mathcal{D}_q$ avoid partial loss $\iff E$ coherent $\iff \mathcal{D}'_0$ coherent,

where the implication “$\mathcal{D}'_0$ coherent $\Rightarrow \mathcal{E}$ coherent” follows because if $\mathcal{E}$ were incoherent it would include the zero gamble and so should do $\mathcal{D}'_0$ then. This means in particular that if $\mathcal{D}'_0$ is not coherent, then the original assessments do not avoid partial loss, and as a consequence they are not compatible. In this case we can stop the procedure here.

Conversely, if $\mathcal{D}'_0$ is coherent we proceed to the reverse procedure of distribute evidence, where the junction tree in input must be the output of collect evidence. Observe that in this case it is not necessary to add the positive gambles, since $\mathcal{L}^+_{S'_0} \subseteq \mathcal{D}'_0$ by construction, and also that, since our graph is a tree, any node has only one immediate neighbour that is closer to the root.

**Algorithm 2** Distribute evidence

```
1: procedure DISTRIBUTE_EVIDENCE(a junction tree outputted by Algorithm 1)
2:    let $K$ be the maximum distance of a node from the root;▷ Distance 0 is for the root itself.
3:    for $i \leftarrow 0, k$ do ▷ Focus on distance $i$.
4:        for all $j \in A_i$, do ▷ Consider the nodes in $A_i$.
5:            let $l$ be the node adjacent to $j$ in $A_{i-1}$;
6:            let $D''_j := \text{posi}_{S'_j}(D'_j \cup (D'_l \cap \mathcal{L}_{S'_j \cap S'_l}));$ ▷ $D''_j$ equals $D'_0$ as it is coherent already.
7:        end for
8:    end for
9: return the junction tree with the additional information $D''_j$ at each node $j = 1, \ldots, q$.
11: end procedure
```

In order to illustrate the procedure, consider again our running example, depicted in Figure 3. Some instances of the algorithm would be as follows:

- We begin by considering $D''_0 := D'_5$ in the root node.
- For clique $C_3$ associated with $S'_3 = \{5, 4\} \in A_1$, we make $D''_3 := \text{posi}_{3,4}(D'_3 \cup (D'_5 \cap \mathcal{L}_5))$.
- Eventually we get to the leaf $j = 4$ associated with $S'_4 = \{2, 3\} \in A_3$, where we define $D''_4 := \text{posi}_{2,3}(D'_4 \cup (D'_5 \cap \mathcal{L}_2))$.  
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Let us prove that, for all $j = 1, \ldots, q$, the set $D^j_i$ we obtain with this procedure is the restriction of the natural extension of $D_1, \ldots, D_q$ to the class of $X_{S_j}$-measurable gambles. This holds for the root node too, taking into account Theorem 9 and the first step in Algorithm 2.

**Theorem 10.** Let $E$ be the natural extension of $D_1, \ldots, D_q$. If we follow Algorithm 2, then $D'_{ij} = E \cap L_{S_j}$ for every $j = 1, \ldots, q$.$^{10}$

After reaching the end of Algorithm 2, it is then a small step to prove whether compatibility holds. For each original assessment $D_{Oj} | X_{I_j}$, we consider the clique that contains it, and the corresponding set produced by Algorithm 2, say $D'_{ij}$. From this, using Definition 17, we induce the separately coherent conditional set of desirable gambles $D'_{Oj} | X_{I_j}$ and verify whether $D_{Oj} | X_{I_j} = D'_{Oj} | X_{I_j}$. Compatibility holds if and only if this is the case for all $j = 1, \ldots, r$.

With respect to the computational complexity of the procedures of collect and distribute evidence, we should distinguish two cases. In case our probabilistic assessments define a precise compatible joint, then the overall complexity is a linear function of the computation local to the cliques; this is analogous to the traditional procedures that work on junction trees. In the imprecise case, instead, the size of the messages exchanged between cliques may grow exponentially fast with the propagation (e.g., see [61]). This is unavoidable in general, as exact propagation of imprecise information is NP-hard [21].

More generally speaking, the present paper is conceived to lay the foundations of a very general compatibility problem with sets of desirable gambles, and as such we do not go into details of algorithmic implementation. However, since the algorithms require some steps involving marginalisation or natural extension, we would like to briefly mention how these can be practically achieved. In particular, in the case of finite spaces of possibilities, one usually addresses these tasks using linear programming (possibly in a sequence of linear programs). This is detailed for instance in [91]; alternative approaches are described in [17] and the references therein. In the case of infinite spaces, the task is obviously more complicated as one needs to solve non-linear optimisations, or semi-infinite linear programming problems, that are generally intractable. However, when we restrict the attention to the class of polynomial, or piece-wise polynomial, gambles, then approximate solutions to this problem can be obtained by means of Lasserre’s sum-of-squares hierarchy [57] that are conservative and theoretically sound [8]. Benavoli has released the public software library PyRational that implements some of these procedures [7] (see also [6]).

5. Joining coherence graphs and RIP

It is important to realise that RIP or, equivalently, tree decompositions, do not necessarily simplify the compatibility check to the most. Consider for instance a case where the involved assessments define only two templates: $X_1 | X_2$ and $X_2 | X_3$ (this actually happens in Example 5 in Appendix A); the form of these templates is enough to deduce that the associated numerical assessments, whatever they are (provided that they are separately coherent), are strongly coherent, that is, compatible. In this case, therefore, it would be useless, and inefficient, to construct the junction tree and make the two passes of collect and distribute evidence in order to verify compatibility.

The reason why compatibility immediately holds for templates $X_1 | X_2$ and $X_2 | X_3$, is that those templates allow for an application of the *marginal extension theorem* (established in [89, Section 6.7] and [62] for coherent lower previsions, and in [69, Proposition 30] for desirable gambles), which, in turn, is the generalisation of the law of total probability to imprecision.$^{11}$

Similar considerations led us in the past to work out the details of the extent to which we can exploit the marginal extension theorem to prove the coherence of some assessments on the sole basis of their templates. The result is the theory of ‘coherence graphs’, reported in [64]. The coherence graph for the templates in Eq. (10) is represented in Figure 4. It is a straightforward graphical representation where each template is represented by a black circle whose incoming arcs correspond to its conditioning variables and the outgoing arcs to the variables on the left of its conditioning bar.

---

$^{10}$That the overall procedure of collecting and distributing evidence described above cannot be simplified, is discussed in Appendix A.2.

$^{11}$A Referee pointed us to a possible connection between coherence graphs and Kohlas’ notion of kernels [52, Section 4.5]. Indeed Kohlas’ Lemmas 4.17 and 4.18 seem to have a similar aim to the mentioned marginal extension theorem. This prospective relation appears to be worth exploring in future work.
In [64] we showed that in order to verify the coherence of a number of assessments it suffices to do it independently in each of the superblocks of their associated coherence graph. These superblocks are built in the following manner:

- Within a coherence graph, we call source of contradiction each variable with more than one parent, or that belongs to a cycle. In Figure 4, variables $X_2$, $X_5$, $X_{13}$ are sources of contradiction since they have more than one parent; $X_8$, $X_{12}$, $X_{13}$, $X_{15}$ are sources of contradiction as they are involved in cycles.

- The block associated with a source of contradiction in made up with all its predecessor circles and related variables (templates) in the coherence graphs. Figure 5 displays the blocks for the running example graph as dashed boxes. On the leftmost part, we can see the two blocks originated by $X_2$ and $X_5$, respectively. The remaining box on the rightmost part represents the block that $X_{13}$ originates and that coincides with the block that the variables involved in cycles originate (that is, $X_8$, $X_{12}$, $X_{13}$, $X_{15}$).

- We put together all blocks that have variables in common, thus forming a superblock. In Figure 5 there are two superblocks: the first is given by the union of the two blocks on the left, since they share variable $X_4$; the second is equal to the single block on the right (or, equivalently, to the union of the two coinciding blocks that share all variables).

The structure of the superblocks is equivalent to a partition of our sets of assessments: each superblock makes up for an element of the partition; the assessments not involved in any superblock make up the last element of the partition. It was proven in [64], in the context of coherent lower previsions, that our initial assessments are coherent (avoid partial loss) if those that belong to the same superblock are coherent (avoid partial loss). Similar results hold for sets of desirable gambles:

**Proposition 11.** Let us consider a number of templates $X_{O_1} | X_{I_1}$, ..., $X_{O_r} | X_{I_r}$ and associated separately coherent conditional sets of desirable gambles $D_{O_1} | X_{I_1}, ..., D_{O_r} | X_{I_r}$. Consider also the associated coherence graph, which induces a partition $B$ of $\{1, \ldots, r\}$. If for each $B \in B$ it holds that $\bigcup_{j \in B} D_{O_j} | X_{I_j}$ avoids partial loss, then $\bigcup_{j=1}^r D_{O_j} | X_{I_j}$ avoids partial loss.

In particular, we can also prove that it suffices to verify the compatibility in each superblock separately, since from this we can immediately derive the compatibility overall:

**Theorem 12.** Let us consider a number of templates $X_{O_1} | X_{I_1}$, ..., $X_{O_r} | X_{I_r}$ and associated separately coherent conditional sets of desirable gambles $D_{O_1} | X_{I_1}, ..., D_{O_r} | X_{I_r}$. Consider also the associated coherence graph, which induces a partition $B$ of $\{1, \ldots, r\}$. If for each $B \in B$ it holds that $\bigcup_{j \in B} D_{O_j} | X_{I_j}$ are compatible, then $\bigcup_{j=1}^r D_{O_j} | X_{I_j}$ are compatible. Their natural extension is the set $D_1$ determined by Algorithm 3.
Algorithm 3 Natural extension

**procedure** NATURAL_EXTENSION(a coherence graph, desirability assessments on each node)

1. Let $B' := \{ B \in B : |B| > 1 \}$; \(\triangleright\) These are associated with the superblocks.
   let $D_0$ be the natural extension of $\cup_{B \in B'} \cup_{j \in B} D_{O_j} | X_{I_j}$; \(\triangleright\) Superblocks have disjoint sets of variables.

2. Let $C := \{1, \ldots, r \} \setminus (\cup_{B \in B'} B)$; \(\triangleright\) These are the remaining indices.

3. Consider an order $\{j_1, \ldots, j_l\}$ of $C$ so that $O_{J_m} \cap (O_{J_m} \cup I_{J_m}) = \emptyset \forall m$; \(\triangleright\) It exists by [97, Lemma 1].

4. for $i \leftarrow 1, l$ do

   let $D_i$ be the natural extension of $D_{j_i - 1} \cup D_{O_{j_i}} | X_{I_{j_i}}$;

5. return $D_l$.

**end procedure**

In other words, once we are given our conditional sets of desirable gambles on $X_{O_1} | X_{I_1}, \ldots, X_{O_r} | X_{I_r}$, we should proceed as follows:

- We build the coherence graph associated with these sets of variables.
- On each superblock, we determine the associated junction tree.
- We verify the compatibility of the subset of the assessments belonging to that junction tree.

In particular, if we consider the assessments in our running example (Eq. (10)), this means that we should only verify the compatibility of:

- $D_2 | X_1, D_2 | X_4, D_5 | X_4, D_6 | X_6$, on the one hand; and
- $D_{13} | X_{12}, D_{12} | X_8, D_8 | X_{15}, D_{13} | X_8, D_{15} | X_{13,14}$, on the other.

In the first one, we obtain the following junction tree:

$$
\begin{align*}
\mathcal{D}_2 | X_1 & \xrightarrow{X_2} \mathcal{D}_2 | X_4 \xrightarrow{X_4} \mathcal{D}_5 | X_4 \xrightarrow{X_5} \mathcal{D}_5 | X_6 \\
\{X_1, X_2\} & \xrightarrow{X_2} \{X_2, X_4\} \xrightarrow{X_4} \{X_4, X_5\} \xrightarrow{X_5} \{X_5, X_6\}
\end{align*}
$$

Figure 6: Junction tree for the first superblock.

As a consequence, all we need to do in order to verify the compatibility of the assessments is to compute their natural extension $\mathcal{D}_{12} | X_{12}, \mathcal{D}_{12} | X_8, \mathcal{D}_{15} | X_{13,14}$ (or, more precisely, the intersections $\mathcal{D}_{12} | X_{12} \cap \mathcal{L}_{1} | X_{12}, \mathcal{D}_{12} | X_{12} \cap \mathcal{L}_{2} | X_{12}, \mathcal{D}_{12} | X_{15} \cap \mathcal{L}_{4} | X_{15}$ and $\mathcal{D}_{13} | X_{13} \cap \mathcal{L}_{5} | X_{13}$) by means of Algorithms 1 and 2 and then check if it induces the original assessments by means of (7).

In the second case, the junction tree is the following:

$$
\begin{align*}
\mathcal{D}_{12} | X_{12}, \mathcal{D}_{12} | X_8 & \xrightarrow{X_{13,15}} \mathcal{D}_{13} | X_{12}, \mathcal{D}_{13} | X_{15} \xrightarrow{X_{13,15}} \mathcal{D}_{15} | X_{13,14} \\
\{X_8, X_{12}, X_{13}\} & \xrightarrow{X_{13,15}} \{X_8, X_{13}, X_{15}\} \xrightarrow{X_{13,15}} \{X_{13}, X_{14}, X_{15}\}
\end{align*}
$$

Figure 7: Junction tree for the second superblock.

Therefore, here we should first of all compute the natural extension of $\mathcal{D}_{12} | X_{12}, \mathcal{D}_{12} | X_8, \mathcal{D}_{13} | X_{12}, \mathcal{D}_{13} | X_8, \mathcal{E}_{12,13}$; that of $\mathcal{D}_{13} | X_8, \mathcal{D}_{8} | X_{15}, \mathcal{E}_{13,15}$ (note that these two sets are always compatible because of Proposition 13); and then verify the compatibility of $\mathcal{E}_{12,13}, \mathcal{E}_{13,15}, \mathcal{D}_{15} | X_{13,14}$, by means of Algorithms 1, 2 and Eq. (7).

Thus, the use of coherence graphs allows us to significantly simplify the study of the problem of compatibility.\(^{12}\)

---

\(^{12}\)For a different way to exploit the marginal extension theorem to the extent of checking compatibility, see Appendix A.3.
6. Conclusions

In this paper, we have initially generalised the classical result on the compatibility of a number of marginal probabilities into a global one to the case where our belief models are sets of desirable gambles. This includes as particular cases sets of probability measures and also most models of non-additive measures, such as belief functions or possibility measures. Our generalisation covers also the case of infinite possibility spaces and is not constrained by measurability issues. There are, however, other works on the marginal problem that do not fall into the framework of our Proposition 1: this is for instance the case of Studený’s work on ordinal conditional functions and relational databases [82, 83].

We have then considered compatibility in the conditional case and shown that we can solve the problem through junction tree propagation. Apparently, this is the first time that the link between RIP and compatibility is established in the conditional case. We have then shown that the problem can be further simplified joining junction trees and coherence graphs. By these tools, the complexity of checking compatibility may greatly decrease in applications, as it is already known to happen in the unconditional case.

As for future work, the following possibilities seem to be worth considering:

- In this paper we have focused on computing the least-committal joint model compatible with given assessments (i.e., the natural extension). It may be useful to generalise our results so as to make them work with other types of extensions, which satisfy additional requirements. To this end, we think the most promising way would be to expand on our initial connection with information algebras [52] as sketched in Appendix A.4. More generally speaking, and thanks to the motivating comments by a Referee, we have come to appreciate the power of information algebras, which appear to be very nicely suited to be joined with desirability. We believe there is much to be gained in deepening such a connection.

- At the moment our Algorithm 3, for the computation of the compatible joint in the mixed environment made by junction trees and coherence graphs, does not exploit the form of the coherence graph to decrease the computational complexity. There is certainly room to improve on this, even though the task does not seem immediate to achieve.

- There could be an interesting application of our results to probabilistic satisfiability. The reason is that our framework is general enough to model uniformly both the logical part of the problem (by means of degenerate probabilities) and the probabilistic information on top of it, possibly in an imprecise form. Moreover, it would also be possible to compute the probabilistic implications of the problem on any variables: it would be enough to add those variables to the problem and place a totally uninformative (i.e., vacuous) probability over them, and then let our procedures compute the natural extension (note that this would not be possible using precise probability).

- Computing the natural extension exactly may be costly and it can be necessary to resort to approximate methods. In this light, it would be useful to verify whether our past results on the iterative approximation of the natural extension, in a compatibility context [65, Section 5], can be joined with the current work so as to make a workable algorithm. More generally speaking, the statistical literature has produced a number of algorithms for compatibility that would be useful to merge in some way with our results here.

- Note, from Proposition 6, that if the initial assessments incur partial loss, then compatibility does not hold. One possibility then would be to consider first the approaches to correct incoherent assessments that have been discussed in the literature (e.g., [15, 16, 74] and [98, Section 4.1.1]) and then apply the results in this paper.

- As mentioned in the Introduction, Lasserre has heavily exploited RIP to decrease the complexity of polynomial optimisation problems [56]. Let us recall that Lasserre’s work has deep implications on making logic and probability computationally efficient [8]. Since in this paper we relax Lasserre’s assumptions (for instance by not relying on σ-additivity and by allowing imprecision) and we enable the conditional case to be treated, in addition to the unconditional one, we expect that our results should be useful to extend his work to other applications.

Finally, we would like to stress that the notion of compatibility we have considered in this paper corresponds to Williams (strong) coherence in imprecise probability. As such, it does not take into account the property of
conglomerability (which is relevant to conditioning probabilistic models in the case of infinite spaces, see, e.g., [69]). In fact, Theorem 2 does not extend towards conglomerability, in the following sense: if we consider pairwise compatible and fully conglomerable coherent marginal previsions defined on sets $S_1, \ldots, S_r$ satisfying RIP, their natural extension, while being a coherent compatible joint by Theorem 2, need not be conglomerable. A detailed study of the compatibility problem under conglomerability is one of the main foundational open problems for the future.
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Appendix A. Additional remarks

Appendix A.1. Conditional compatibility cannot be reduced to the unconditional case

The compatibility of $D_{O_i}|X_{J_i}$, $D_{O_j}|X_{L_j}$ does not imply the pairwise compatibility of the sets $E_1, \ldots, E_r$. Let us illustrate this question with the following example, where we have three variables $X_1, X_2, X_3$ and conditional information in terms of $X_1|X_2$ and $X_2|X_3$: Consider binary spaces $X_1, X_2, X_3$, and let us make the following conditional assessments:

- $D_1|(X_2 = 0) : f \in L_{12} : f = \mathbb{I}_{X_2=0}f, f(1, 0) + f(0, 0) > 0$,
- $D_1|(X_2 = 1) : f \in L_{12} : f = \mathbb{I}_{X_2=1}f, f(1, 0) + f(0, 1) > 0$,
- $D_2|(X_3 = 0) : f \in L_{23} : f = \mathbb{I}_{X_3=0}f, f(1, 0) + f(0, 0) > 0$,
- $D_2|(X_3 = 1) : f \in L_{23} : f = \mathbb{I}_{X_3=1}f, f(1, 1) + f(0, 1) > 0$.

These four sets of desirable gambles are compatible, in the sense that there is a coherent set of desirable gambles $E \subseteq L$ that exactly induces each of them. It is given by:

$$E := \{ f \in L : \sum_{x \in X} f(x) > 0 \}.$$  \hspace{1cm} (A.1)

Indeed, given $f \in L_{12}$, it holds that

$$\mathbb{I}_{X_2=0}f \in E \iff f(0, 0) + f(1, 0) > 0 \iff f \in D_1|(X_2 = 0),$$

and similarly for the other cases.

Now if we want to consider pairwise compatibility, we need to have coherent sets of desirable gambles on the sets of variables $S_1 := \{1, 2\}$ and $S_2 := \{2, 3\}$, respectively, which at present we have not. To this end, we need to consider the natural extension of $D_1|X_2 := D_1|(X_2 = 0) \cup D_1|(X_2 = 1)$ to $L_{12}$, and the natural extension of $D_2|X_3 := D_2|(X_3 = 0) \cup D_2|(X_3 = 1)$ to $L_{23}$. Using Eq. (6), these are respectively given by

$$E_{S_1} := \text{pos}_{\mathcal{L}_{S_1}}(L^+_S \cup D_1|X_2) = \{ f \in L_{12} : f \neq 0, f(1, 0) + f(0, 0) \geq 0 \text{ and } f(1, 1) + f(0, 1) \geq 0 \}$$

and

$$E_{S_2} := \text{pos}_{\mathcal{L}_{S_2}}(L^+_S \cup D_2|X_3) = \{ f \in L_{23} : f \neq 0, f(1, 0) + f(0, 0) \geq 0 \text{ and } f(1, 1) + f(0, 1) \geq 0 \}.$$  

However, these two sets are not pairwise compatible, since

$$f \in L(X_2) \cap E_{S_1} \iff f \neq 0, f(0) \geq 0, f(1) \geq 0 \iff f \in L^+(X_2) \text{ while}$$

$$f \in L(X_1) \cap E_{S_2} \iff f \neq 0, f(1) + f(0) \geq 0 \iff f(1) + f(0) > 0.$$  

This implies that the marginals of the joint model $E$ do not coincide with $E_{S_1}$ and $E_{S_2}$. This is the source of the failure of pairwise compatibility.

And yet note that $D_1|X_2$ and $D_2|X_3$ jointly avoid partial loss, since they are both included in the coherent set $E$ given by Eq. (A.1). \hspace{1cm} \checkmark
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Appendix A.2. The algorithms of collecting and distributing evidence cannot be simplified

Note that the overall procedure of collecting and distributing evidence described above cannot be simplified, in the sense that, for any set of variables $A$, it does not hold that

$$\text{posi}(\cup_{j=1}^r D_j \cup L^+) \cap L_A = \text{posi}(\cup_{S_i \cap A \neq \emptyset} D_i \cup L^+) \cap L_A;$$

that is, even if a set of desirable gambles does not involve any variable in the set $A$, it could be that it has behavioural implications on $A$ when we propagate information through the tree.

**Example 6.** Let $X_1, X_2, X_3$ be binary variables, and consider the conditional assessments $X_2|X_1$ and $X_3|X_2$ given by

$$X_1 = 0 \Rightarrow X_2 = 1; X_1 = 1 \Rightarrow X_2 = 1; X_2 = 0 \Rightarrow X_3 = 0; X_2 = 1 \Rightarrow X_3 = 1.$$

These can be modelled by means of the following conditional sets of desirable gambles:

$$D_{12} := D_2|X_1 = \{ f \in L_{12} : f(0, 1) \geq 0, f(1, 1) \geq 0, \max\{f(0, 1), f(1, 1)\} > 0 \};$$

$$D_{23} := D_3|X_2 = \{ f \in L_{23} : f(0, 0) \geq 0, f(1, 1) \geq 0, \max\{f(0, 0), f(1, 1)\} > 0 \}.$$

The gamble $g := I_{X_1=1} - 2I_{X_3=0}$ belongs to $\text{posi}(D_{12} \cup D_{23} \cup L^+) \cap L_3$: to prove this, note that $g \geq f_1 + f_2$, for

$$f_1 := \frac{1}{2} I_{X_2=1} - 3I_{X_3=0} \in D_{12} \quad \text{and} \quad f_2 := \frac{1}{2} I_{X_2=1} - 3I_{X_2 \neq X_3} \in D_{23}.$$

However,

$$\text{posi}(D_{12} \cap L_3) \cup (D_{23} \cap L_3 \cup L^+) \cap L_3 = \text{posi}(D_{23} \cap L_3) \cup L^+ \cap L_3 = L_3^+$$

and therefore the two sets do not coincide. ♦

This may be perhaps more easily be seen using a (precise) probabilistic approach: we consider the conditional probabilities $P(X_2|X_1)$ and $P(X_3|X_2)$ such that in the second $X_3 = X_2$ and in the first we effectively obtain that $P(X_2 = 1) = 1$, irrespective of the marginal on $X_1$, then we deduce that it must be $P(X_3 = 1) = 1$, even if this cannot be obtained from $P(X_3|X_2)$ alone. Note that the example works because we are introducing zero probabilities in the assessment; otherwise it would depend on the unknown marginal distribution of $X_1$.

Appendix A.3. Compatibility of nested assessments

It is interesting to explicitly characterise the compatibility of the sets of desirable gambles $D_1, \ldots, D_r$, understood in terms of avoiding partial loss, in one particular instance of RIP: when the natural order establishes a chain in the pairwise intersections, in the sense that, given $j_1 < j_2 < j_3$, it holds that $S_{j_3} \cap S_{j_1} \subseteq S_{j_2} \cap S_{j_2}$. This may be useful when our assessments are established in an incremental manner, as is for instance the case with sequences of observations, which is a case that would not be treated as effectively with junction trees.

**Proposition 13.** Consider sets of variables $S_1, \ldots, S_r$ such that $S_i \cap (\cup_{j<i} S_j) \subseteq S_{i-1}$ for every $i = 2, \ldots, r$, and sets of desirable gambles $D_1, \ldots, D_r$, where $D_j$ is coherent relative to $L_{S_j}$. Let us define recursively $D'_1, \ldots, D'_r$ in the following manner:

$$\begin{align*}
D'_1 & := D_1, \\
D'_j & := \text{posi}_{S_j}(D_j \cup (D'_{j-1} \cap L_{S_{j-1} \cap S_j})) \quad \text{if } j > 1.
\end{align*}$$

Then

$$D_1, \ldots, D_r \text{ avoid partial loss } \iff D'_r \text{ coherent.}$$

In that case, for every $j = 1, \ldots, r$, $D'_j \subseteq D'_r \cap L_{S_j}$.

The procedure in this proposition is a generalisation of the marginal extension theorem established in [89, Section 6.7] and [62] for coherent lower previsions, which in turn is an extension of the law of total probability from probability theory. This result also settles the problem of verifying compatibility in case the sets $S_1, \ldots, S_r$ are nested:

- When $D_1, \ldots, D_r$ correspond to unconditional assessments, we must check whether $D'_i$ is a coherent set of desirable gambles and $D'_j = D_j$ for every $j = 1, \ldots, r$.

- When $D_1, \ldots, D_r$ correspond to conditional assessments, we must check whether $D'_i$ is a coherent set of desirable gambles and whether $D'_j$ induces the conditional assessments in $D_j$ by means of Eq. (7) for every $j = 1, \ldots, r$. ♦
Appendix A.4. Information and valuation algebras

Valuation algebras are a very general representation of knowledge or information [52, 78]. They abstract away the most important features that appear in nearly every representation, and at such an abstract level, they provide basic operations to make inference. Among these basic operations, valuation algebras provide a very general formulation, as well as a justification, of the junction tree algorithm.

To prove this, let us start by considering a set of variables valuation algebras, which we were proposing to investigate in future work. However a Referee motivated us to start deepening the connection already in this paper. This is what we set out to do in the next section.

Appendix A.4.1. Coherent sets of desirable gambles as valuation algebras

The key observation is that the theory of sets of desirable gambles can be embedded into that of valuation algebras. To prove this, let us start by considering a set of variables $V$. Each valuation $\phi$ refers to a finite subset $d(\phi)$ of $V$, called its domain, and it represents some information about these variables. We shall denote by $\Phi_D$ the set of all valuations with domain $D$, and let $\Phi := \cup \{ \phi_D : D \subseteq V \}$ be the set of all valuations. The map $d$ is usually called the labelling operator. In a valuation algebra, there are two other types of operations: a combination operator $\otimes$, which joins the information encoded by two different valuations, and a marginalisation operator $\downarrow$, which focuses the knowledge encoded by a valuation onto a smaller domain. Then:

**Definition 30 (Valuation algebra).** A system $(\Phi, V, d, \otimes, \downarrow)$ is a valuation algebra when it satisfies the following axioms:

A1. $\Phi$ (resp., $\Phi_D$) is commutative and associative under combination;

A2. $(\forall \phi, \phi_1, \phi_2 \in \Phi)(\forall D \subseteq d(\phi)) d(\phi_1 \otimes \phi_2) = d(\phi_1) \cup d(\phi_2)$ and $d(\phi^D) = D$;

A3. $(\forall \phi \in \Phi) \phi^{d(\phi)} = \phi$;

A4. $(\forall D \subseteq D' \subseteq d(\phi))(\forall \phi \in \Phi) \phi^{dD} = (\phi^{dD'})^{dD}$;

A5. If $\phi_1, \phi_2 \in \Phi$ are valuations with $D_1 := d(\phi_1)$ and $D_2 := d(\phi_2)$, then $(\phi_1 \otimes \phi_2)^{dD_1} = \phi_1 \otimes \phi_2^{D_1 \cap D_2}$;

A6. $(\forall D \subseteq V)(\exists e_D \in \Phi_D)(\forall \phi \in \Phi_D) \phi \otimes e_D = e_D \otimes \phi = \phi$, and moreover $(\forall D_1, D_2 \subseteq V) e_{D_1} \otimes e_{D_2} = e_{D_1 \cup D_2}$.

Let us show that coherent sets of desirable gambles can be embedded into this theory. Using the notation we have employed throughout the paper, given a set of indices $N := \{1, \ldots, n\}$ and possibility spaces $X_1, \ldots, X_n$, we let $\Phi_S$ be the family of sets of desirable gambles $D \subseteq \mathcal{L}_S(X)$ that are coherent relative to $\mathcal{L}_S(X)$, in the manner specified in Definition 7. Let $\Phi := \cup_{S \subseteq N} \Phi_S$. The labelling operator is then given by

$$d(\phi) := \cap \{ S : \phi \in \Phi_S \}. \quad (A.2)$$

Next, the combination operator we shall consider is related to the natural extension: we let

$$\phi_1 \otimes \phi_2 := \text{posi}(\phi_1 \cup \phi_2 \cup \mathcal{L}_S^+(d(\phi_1) \cup d(\phi_2))); \quad (A.3)$$

and finally, the marginalisation operator is given by

$$\phi^S := \phi \cap \mathcal{L}_S(X). \quad (A.4)$$

It is not difficult to establish the following:

**Proposition 14.** The set $\Phi$ equipped with the operators above is a valuation algebra.

As a consequence, we can use all the machinery of valuation algebras for coherent sets of desirable gambles. In particular, this means that Theorem 9 follows immediately using [52, Theorem 4.8]; similarly, Theorem 10 is an immediate consequence of [52, Theorem 4.10].
Appendix A.4.2. Desirable gambles, logic, and information algebras

We would like to conclude this detour on algebras by discussing in more general terms the relation between desirable gambles and information algebras. In fact, Kohlas devotes a chapter of his book to information algebras that are, loosely speaking, valuation algebras with an additional property of idempotency. It is particularly interesting to focus on Section 6.4 of Kohlas’ book, where he describes how a general logical system can be proven to be an information algebra.

In such a context one needs a language and a consequence operator—as originally defined by Tarski [84, Chapter 5]. In our case the language is just the set of all gambles \( \mathcal{L} \) and the consequence operator is the natural extension:

\[
C(G) := \text{posi}(G \cup \mathcal{L}^+),
\]

which associates with any subset \( G \subseteq \mathcal{L} \) its coherent closure.

It is very easy to prove that \( C(\cdot) \) complies with Kohlas’ requirements E1 and E2 in [52, Section 6.4], whence satisfying the definition of a consequence operator. Moreover, it is possible to prove that it also satisfies properties C4 and C5 in that same section. From this we get, using Kohlas’ results, that desirable gambles are quite a general form of an information algebra. In fact, we could have actually used this path to prove, in the previous section, that desirable gambles make up a valuation algebra; but it was somewhat of an overkill for our aims, whence we dealt with it more directly by showing that desirability satisfies the axioms of valuation algebras.

So why do we think that the question of information algebras is relevant to the discussion here?

We believe it is relevant because traditionally there has been a disconnection between logic and probability, of which we can see many examples in the literature. For example, the original developments about belief revision (e.g., see [37]) were essentially based on, and made for, logic, and only then probability entered the picture in a kind of ad-hoc way; on the philosophical side, we can for instance find Howson that wonders whether probability and logic can be combined [45]; we can see something similar also in Kohlas’ book when he devotes the entire Chapter 7 to embedding probability and belief functions in his theory (see also [40, Section 2.2]). For similar reasons, we believe, Kohlas introduces a number of variants of valuation algebras to account for ratios (needed by Bayes’ rule) and products (independence).

In our view, these difficulties are originated by one unfortunate, and yet stubborn, choice: that of representing probability in its habitual form—which we regard as the ‘primal’ representation of probability. This should be contrasted to its ‘dual’ representation, which is nothing else than desirability. Let us stress that we are actually talking of the mathematical dual, which is obtained through linear programming in the finite case or by a separating hyperplane theorem in the infinite case (see [89, Appendix E], [9]). When we move to the dual form we obtain desirability; and desirability, as we have seen, is a pure logical theory. In this form, there is no need to find special ways to accommodate probability in a setting originally conceived for logic, everything becomes straightforward. For example, the embedding of belief functions into algebras on which Kohlas and collaborators have spent much energy, on the wake of Shenoy and Shafer’s seminal work [79], becomes a byproduct of the far easier embedding of desirability.\(^{13}\) Note, in addition, that desirability does not need ratios to define Bayes’ rule (Definition 16) and independence does not necessarily need products [24, Definitions 3 and 5]. As a consequence, a bare information algebra is all one needs to live in the most general case.

Overall, we argue that it is the missing duality step that has markedly slowed down the unification of logic and probability, as well as a number of important developments; and we claim it is imprecise probability’s merit to have changed perspective, thus allowing for such an alternative avenue. It is a simple step, after all, but one that has not frequently been taken outside the imprecise probability community, not even nowadays, after more than 40 years that desirability has been introduced by Williams [94] and then repeatedly proposed (e.g., [8, 23, 66, 70, 75, 89, 90, 98]).

We hope that this further discussion convinces more people to take up desirability as a very convenient way to work with probability in purely logical terms.

Appendix B. Proofs

Proof of Proposition 1. It suffices to prove the direct implication, the converse being trivial.

\(^{13}\)Yet, let us remark that those past works adopt a non-probabilistic interpretation of belief functions, unlike desirability.
Let $\mathcal{D}$ be a coherent set of desirable gambles satisfying $\mathcal{D} \cap \mathcal{L}_{S_j} = \mathcal{D}_j$ for every $j$. Then it holds that $\bigcup_{j=1}^r \mathcal{D}_j \subseteq \mathcal{D}$, and, since $\mathcal{E}$ is the smallest coherent superset of $\bigcup_{j=1}^r \mathcal{D}_j$, we deduce that $\mathcal{E} \subseteq \mathcal{E} \subseteq \mathcal{D}$. As a consequence, $\mathcal{E} \cap \mathcal{L}_{S_j} \subseteq \mathcal{D} \cap \mathcal{L}_{S_j} = \mathcal{D}_j$, and since the inclusion $\mathcal{E} \cap \mathcal{L}_{S_j} \supseteq \mathcal{D}_j$ always holds, we deduce that $\mathcal{E} \cap \mathcal{L}_{S_j} = \mathcal{D}_j$ for $j = 1, \ldots, r$.

\begin{proof}[Proof of Theorem 2] 
Taking Proposition 1 into account, we are going to prove that the natural extension of $\bigcup_{j=1}^r \mathcal{D}_j$, given by $\text{posi}(\mathcal{L}^+ \cup \bigcup_{j=1}^r \mathcal{D}_j)$, is a coherent set of desirable gambles that is globally compatible with $\mathcal{D}_1, \ldots, \mathcal{D}_r$. We apply induction on $r$. We begin with the case of $r = 2$.

Let $\mathcal{D} := \text{posi}(\mathcal{L}^+ \cup \mathcal{D}_1 \cup \mathcal{D}_2)$. To prove that this is a coherent set of desirable gambles, it suffices to show that it avoids partial loss. Assume ex-(absurdo) that $\mathcal{D}$ incurs partial loss. Since $\mathcal{D}_1, \mathcal{D}_2$ are coherent relative to $\mathcal{L}_{S_1}, \mathcal{L}_{S_2}$, respectively, it follows that if $\mathcal{D}$ incurs partial loss there are $f_1 \in \mathcal{D}_1, f_2 \in \mathcal{D}_2$ such that $f_1 + f_2 \leq 0$. Let us define $g_1, g_2 \in \mathcal{L}_{S_1} \cap \mathcal{L}_{S_2}$ by

$$g_1(z) := \sup \{ f_1(z') : \pi_{S_1 \cap S_2}(z') = \pi_{S_1 \cap S_2}(z) \} \quad \text{and} \quad g_2(z) := \sup \{ f_2(z') : \pi_{S_1 \cap S_2}(z') = \pi_{S_1 \cap S_2}(z) \} \quad (B.1)$$

for all $z \in \mathcal{X}$. Then by construction $g_1 \geq f_1$ and $g_2 \geq f_2$, whence $g_1 \in \mathcal{D}_1, g_2 \in \mathcal{D}_2$. Since moreover $g_1, g_2 \in \mathcal{L}_{S_1} \cap \mathcal{L}_{S_2}$, we deduce from pairwise compatibility that $g_1, g_2 \in \mathcal{D}_1 \cap \mathcal{D}_2$. Since for instance $\mathcal{D}_1$ is coherent, we deduce that there is some $z \in \mathcal{X}$ such that $(g_1 + g_2)(z) > 0$. By Eq. (B.1), there are $z_1, z_2$ such that $\pi_{S_1 \cap S_2}(z_1) = \pi_{S_1 \cap S_2}(z_2)$ and that

$$g_1(z_1) - f_1(z_1) < \frac{g_1(z_1) + g_2(z_2)}{2} \quad \text{and} \quad g_2(z_2) - f_2(z_2) < \frac{g_1(z_1) + g_2(z_2)}{2},$$

whence, by summing the two inequalities, we get that $f_1(z_1) + f_2(z_2) > 0$. Now, considering that $f_1 \in \mathcal{L}_{S_1}$ and that $f_2 \in \mathcal{L}_{S_2}$, we deduce the existence of some $z' \in \mathcal{X}$ such that $\pi_{S_1}(z') = \pi_{S_1}(z_1)$ and $\pi_{S_2}(z') = \pi_{S_2}(z_2)$, taking into account that the projections of $z_1, z_2$ on $S_1 \cap S_2$ coincide. As a consequence, $f_1(z') + f_2(z') > 0$, a contradiction.

Next, we show that $\mathcal{D} \cap \mathcal{L}_{S_1} = \mathcal{D}_1$; the proof of the equality $\mathcal{D} \cap \mathcal{L}_{S_2} = \mathcal{D}_2$ is analogous. Consider $f \in \mathcal{D} \cap \mathcal{L}_{S_1}$. Then there are $g \in \mathcal{D}_1 \cup \{0\}, h \in \mathcal{D}_2 \cup \{0\}$ such that $f \geq g + h$. Define $h' \in \mathcal{L}_{S_1} \cap \mathcal{L}_{S_2}$ for all $z \in \mathcal{X}$ by $h'(z) := \sup \{ h(z') : \pi_{S_1 \cap S_2}(z) = \pi_{S_1 \cap S_2}(z') \}$. Then $h' \geq h$, whence $h' \in \mathcal{D}_2 \cup \{0\}$. Moreover, since $h' \in \mathcal{L}_{S_1} \cap \mathcal{L}_{S_2}$, also $h' \in \mathcal{D}_1 \cup \{0\}$. Besides, since $f \in \mathcal{L}_{S_1}$ and $f \geq g + h$, we deduce that also $f \geq g + h'$:

$$f(z) = \sup_{\pi_{S_1}(z') = \pi_{S_1}(z)} f(z') \geq \sup_{\pi_{S_1}(z') = \pi_{S_1}(z)} (g(z') + h(z')) = g(z) + \sup_{\pi_{S_1}(z') = \pi_{S_1}(z)} h(z') = g(z) + h'(z).$$

Since $f$ is non-zero because it belongs to $\mathcal{D}$, we conclude that it belongs to $\mathcal{D}_1$. The converse inclusion is trivial.

Assume next that the result holds up to $r - 1$. Let us denote $S^{r-1} := \bigcup_{j=1}^{r-1} S_j$. Then the natural extension $\mathcal{D}^{r-1}$ of $\mathcal{D}_1, \ldots, \mathcal{D}_{r-1}$, given by $\mathcal{D}^{r-1} := \text{posi}(\mathcal{L}^+ \cup \bigcup_{j=1}^{r-1} \mathcal{D}_j)$ is coherent relative to $\mathcal{L}_{S^{r-1}}$ and moreover it satisfies $\mathcal{D}^{r-1} \cap \mathcal{L}_{S^{r-1}} = \mathcal{D}_j$ for $j = 1, \ldots, r - 1$.

Let $\mathcal{D}$ be the natural extension of $\mathcal{D}^{r-1} \cup \mathcal{D}_r$, given by $\mathcal{D} := \text{posi}(\mathcal{L}^+ \cup \mathcal{D}^{r-1} \cup \mathcal{D}_r)$. It follows that $\mathcal{D}$ coincides with the natural extension of $\bigcup_{j=1}^r \mathcal{D}_j$. To prove that it is a coherent set of desirable gambles, it suffices to show that it avoids partial loss. Assume ex-absurdo that $\mathcal{D}$ incurs partial loss. Since $\mathcal{D}^{r-1}, \mathcal{D}_r$ are coherent relative to $\mathcal{L}_{S^{r-1}}, \mathcal{L}_{S_r}$, respectively, this means that there are $f_1 \in \mathcal{D}^{r-1}, f_2 \in \mathcal{D}_r$ such that $f_1 + f_2 \leq 0$. Let us define $g_1, g_2 \in \mathcal{L}_{S^{r-1}} \cap \mathcal{L}_{S_r}$ for all $z \in \mathcal{X}$ by

$$g_1(z) := \sup \{ f_1(z') : \pi_{S^{r-1} \cap S_r}(z) = \pi_{S^{r-1} \cap S_r}(z') \} \quad \text{and} \quad g_2(z) := \sup \{ f_2(z') : \pi_{S^{r-1} \cap S_r}(z) = \pi_{S^{r-1} \cap S_r}(z') \} \quad (B.2)$$

Then by construction $g_1 \geq f_1$ and $g_2 \geq f_2$, whence $g_1 \in \mathcal{D}^{r-1}, g_2 \in \mathcal{D}_r$. Since moreover $g_1, g_2 \in \mathcal{L}_{S^{r-1}} \cap \mathcal{L}_{S_r}$, we conclude that $g_1, g_2 \in \mathcal{D}^{r-1} \cap \mathcal{D}_r$. Since for instance $\mathcal{D}^{r-1}$ is coherent with respect to $\mathcal{L}_{S^{r-1}}$, we deduce that there is some $z \in \mathcal{X}$ such that $(g_1 + g_2)(z) > 0$. By Eq. (B.2), there are $z_1, z_2$ such that $\pi_{S^{r-1} \cap S_r}(z_1) = \pi_{S^{r-1} \cap S_r}(z_2)$ and such that

$$g_1(z_1) - f_1(z_1) < \frac{g_1(z_1) + g_2(z_2)}{2} \quad \text{and} \quad g_2(z_2) - f_2(z_2) < \frac{g_1(z_1) + g_2(z_2)}{2}.$$
Now, considering that $f_1 \in L_{S_{r-1}}$ and that $f_2 \in L_{S_r}$, we deduce the existence of some $z' \in \mathcal{X}$ such that $\pi_{S_{r-1}}(z') = \pi_{S_{r-1}}(z_1)$ and $\pi_{S_r}(z') = \pi_{S_r}(z_2)$, taking into account that the projections of $z_1, z_2$ on $S_{r-1} \cap S_r$ coincide. As a consequence, $f_1(z') + f_2(z') > 0$, a contradiction.

To conclude, let us show that $\mathcal{D} \cap L_{S_r} = \mathcal{D}_r$ and $\mathcal{D} \cap L_{S_{r-1}} = \mathcal{D}^{r-1}$:

- Consider $f \in \mathcal{D} \cap L_{S_r}$. Then there are $g \in \mathcal{D}^{r-1} \cup \{0\}$, $h \in \mathcal{D}_r \cup \{0\}$ such that $f = g + h$. Assume that $g \neq 0$; otherwise it is immediate that $f \in \mathcal{D}_r$ (it must be $f \neq 0$ because it belongs to $\mathcal{D}$). For any $z \in \mathcal{X}$,

$$f(z) = \sup_{\pi_{S_r}(z') = \pi_{S_r}(z)} f(z') \geq \sup_{\pi_{S_r}(z') = \pi_{S_r}(z)} (g(z') + h(z')) = h(z) + \sup_{\pi_{S_r}(z') = \pi_{S_r}(z)} g(z').$$

Let $g'$ be given by $g'(z) = \sup_{\pi_{S_r}(z') = \pi_{S_r}(z)} g(z')$. Then $g' \geq g$, whence $g' \in \mathcal{D}^{r-1}$. Moreover, $g' \in L_{S_r}$. Applying the induction hypothesis, we conclude that $g' \in \mathcal{D}_r$, and since $f \geq g' + h$ we conclude that also $f \in \mathcal{D}_r$. Thus, $\mathcal{D} \cap L_{S_r} \subseteq \mathcal{D}_r$. The converse inclusion $\mathcal{D}_r \subseteq \mathcal{D} \cap L_{S_r}$ is trivial.

- Consider $f \in \mathcal{D} \cap L_{S_{r-1}}$. Then there are $g \in \mathcal{D}^{r-1} \cup \{0\}$, $h \in \mathcal{D}_r \cup \{0\}$ such that $f = g + h$. Assume that $h \neq 0$; otherwise it is immediate that $f \in \mathcal{D}^{r-1}$, given that it is $f \neq 0$ because it belongs to $\mathcal{D}$. For any $z \in \mathcal{X}$,

$$f(z) = \sup_{\pi_{S_{r-1}}(z') = \pi_{S_{r-1}}(z)} f(z') \geq \sup_{\pi_{S_{r-1}}(z') = \pi_{S_{r-1}}(z)} (g(z') + h(z')) = h(z) + \sup_{\pi_{S_{r-1}}(z') = \pi_{S_{r-1}}(z)} h(z').$$

Let $h'$ be given by $h'(z) = \sup_{\pi_{S_{r-1}}(z') = \pi_{S_{r-1}}(z)} h(z')$. Then $h' \geq h$, whence $h' \in \mathcal{D}_r$. Moreover, by construction $h' \in L_{S_{r-1}}$, which it belongs to $L_{S_{r-1}} \cap L_{S_r} = L_{S_r}$ for some $j \in \{1, \ldots, r-1\}$, taking into account that the sets $S_1, \ldots, S_r$ satisfy RIP. Thus, $h' \in \mathcal{D}_r \cap L_{S_r} = \mathcal{D}_j$ by pairwise compatibility, and as a consequence it also belongs to $\mathcal{D}^{r-1}$. Since $f \geq g + h'$, we conclude that $f \in \mathcal{D}^{r-1}$. The inclusion $\mathcal{D}^{r-1} \subseteq \mathcal{D} \cap L_{S_{r-1}}$ is trivial.

We deduce that for every $j = 1, \ldots, r-1$, $\mathcal{D} \cap L_{S_j} = \mathcal{D} \cap \mathcal{D}^{r-1} \cap L_{S_j} = \mathcal{D}^{r-1} \cap L_{S_j} = \mathcal{D}_j$. Since we have already proven that $\mathcal{D} \cap L_{S_r} = \mathcal{D}_r$, we conclude that $\mathcal{D}$ satisfies the desired properties.

**Proof of Corollary 4.** We prove the direct implication as the converse is trivial. Assume that $P_1, \ldots, P_r$ are pairwise compatible, and let $\mathcal{D}_1, \ldots, \mathcal{D}_r$ be their associated sets of strictly desirable gambles, given by Eq. (5). To prove that they are pairwise compatible, take $i \neq j$ in $\{1, \ldots, r\}$ and a gamble $f \in \mathcal{D}_i \cap L_{S_j}$. Then either $f \geq 0$, in which case also $f \in \mathcal{D}_j$, or $P_i(f) = P_j(f) > 0$, whence $f \in \mathcal{D}_j$. In any case, we conclude that $f \in \mathcal{D}_j \cap L_{S_j}$, and since the converse inclusion is analogous we conclude that $\mathcal{D}_i, \mathcal{D}_j$ are pairwise compatible.

Applying Theorem 2, we conclude that the natural extension $\mathcal{D}$ of $\cup_{i=1}^r \mathcal{D}_i$ is a coherent set of desirable gambles that is compatible with $\mathcal{D}_1, \ldots, \mathcal{D}_r$. Let $P$ be the coherent lower version it induces by means of (3). Then for $j = 1, \ldots, r$ and any gamble $f \in \mathcal{L}_{S_j}$, it holds that

$$P(f) = \sup\{\mu : f - \mu \in \mathcal{D}\} = \sup\{\mu : f - \mu \in \mathcal{D} \cap L_{S_j}\} = \sup\{\mu : f - \mu \in \mathcal{D}_j\} = P_j(f),$$

where the last equality holds because $\mathcal{D}_j$ induces $P_j$ by means of (3). Thus, $P$ is compatible with $P_1, \ldots, P_r$.

**Proof of Proposition 6.**

1. It follows from Eq. (7) that if $\mathcal{D}$ induces $\mathcal{D}_{O_j} | X_{I_j}$, then it must be $\mathcal{D}_{O_j} | X_{I_j} \subseteq \mathcal{D}$ for every $j = 1, \ldots, r$. As a consequence, $\cup_{j=1}^r \mathcal{D}_{O_j} | X_{I_j}$ has a coherent superset, or, in other words, it avoids partial loss.

2. Assume that $\mathcal{D}$ is a coherent set of desirable gambles that induces $\mathcal{D}_{O_j} | X_{I_j}$ by means of (7) for $j = 1, \ldots, r$. It follows from the first point that it must be $\cup_{j=1}^r \mathcal{D}_{O_j} | X_{I_j} \subseteq \mathcal{E} \subseteq \mathcal{D}$. Take $x_{I_j} \in X_{I_j}$. Then

$$\mathcal{D}_{O_j} | x_{I_j} \subseteq \{f \in (\cup_{j=1}^r \mathcal{D}_{O_j} | X_{I_j}) \cap L_{O_j | U_{I_j}} : f = 1_{X_{I_j} = x_{I_j}} f\} \subseteq \{f \in \mathcal{E} \cap L_{O_j | U_{I_j}} : f = 1_{X_{I_j} = x_{I_j}} f\} \subseteq \{f \in \mathcal{D} \cap L_{O_j | U_{I_j}} : f = 1_{X_{I_j} = x_{I_j}} f\} = \mathcal{D}_{O_j} | x_{I_j},$$

whence $\mathcal{E}$ also induces $\mathcal{D}_{O_j} | X_{I_j}$ via Eq. (7).
Proof of Proposition 7. The direct implication is trivial, so let us prove the converse.

Assume ex-absurdo that \( \bigcup_{i=1}^{r} D_i \) incurs partial loss. Since for every \( i \) the set \( D_i \) is a cone because of its relative coherence, it follows from Eq. (2) that there are \( f_i \in D_i \cup \{0\}, i = 1, \ldots, r \), not all of them 0, such that \( 0 \geq f_1 + \cdots + f_r \).

Let us define \( A := \bigcup_{i \neq j} (S_i \cap S_j) \). For every \( i \), let \( f_i^* \in L_{S_i} \) be given by
\[
 f_i^*(x) := \sup \{ f_i(y) : \pi_{S_i \cap A}(y) = \pi_{S_i \cap A}(x) \}. \tag{B.3}
\]

Then \( f_i^* \in L_{S_i \cap A} = L_{S_i \cap (\bigcup_{j \neq i} S_j)} \), and moreover \( f_i^* \geq f_i \). Thus, \( f_i^* \) belongs to \( D_i \cup \{0\} \) and therefore to \( D_i^* \cup \{0\} \).

Now, for every \( z \in X \),
\[
 (f_1 + \cdots + f_r)(z) = f_1(\pi_{S_1 \cap A}(z), \pi_{S_1 \setminus A}(z)) + \cdots + f_r(\pi_{S_r \cap A}(z), \pi_{S_r \setminus A}(z)) \leq 0. \tag{B.4}
\]
Consider \( z' \in X \), and let \( \varepsilon > 0 \). Then for every \( i = 1, \ldots, r \) there exists \( z_i \in X_{S_i} \) such that
\[
 f_i^*(\pi_{S_i \cap A}(z_i)) = f_i'(\pi_{S_i \cap A}(z_i)) \leq f_i(z_i) + \varepsilon. \]

Since the sets \( S_1 \setminus A, \ldots, S_r \setminus A \) are pairwise disjoint, we can build \( z \in X \) such that \( \pi_{S_1 \cap A}(z) = \pi_{S_i \cap A}(z') \) and \( \pi_{S_i \setminus A}(z) = \pi_{S_i \setminus A}(z) \) for every \( i \). This, together with Eqs. (B.3) and (B.4), implies that
\[
 (f_1^* + \cdots + f_r^*)(z') \leq f_1(z_1) + \cdots + f_r(z_r) + r\varepsilon = (f_1 + \cdots + f_r)(z) + r\varepsilon \leq r\varepsilon.
\]
Since this holds for any \( \varepsilon > 0 \), we deduce that \( f_1^* + \cdots + f_r^* \leq 0 \). This means that \( \bigcup_{i=1}^{r} D_i^* \) incurs partial loss, a contradiction. \( \square \)

Proof of Proposition 8. 1. The direct implication has been established in [67, Theorem 7(1)], and the converse is a consequence of [67, Theorem 8].

2. The direct and converse implications have been established in [67, Proposition 3(2)] and [67, Theorem 8(2)], respectively. \( \square \)

Lemma 15. Under the notation of Section 4,

(a) \( \text{posi}(D_0 \cup \bigcup_{i \in A_j, j \geq 1} D_i' \cup L^+) = \text{posi}(D_0 \cup \bigcup_{i \in A_j, j \geq 1} D_i \cup L^+) \).

(b) \( \text{posi}(D_0 \cup \bigcup_{i \in A_j, j \geq 1} D_i' \cup L^+) \cap L_{S_0} = \text{posi}(D_0 \cup \bigcup_{i \in A_j} D_i' \cup L^+) \cap L_{S_0} = \text{posi}(D_0 \cup \bigcup_{i \in A_j} (D_i' \cap L_{S_i} \cap L_{S_0} \cup L^+) \cap L_{S_0} \cup L_i' \cap L^+) \cap L_{S_0}. \]

Proof. (a) By construction, \( D_i \subseteq D_i' \) for every \( i \). For the converse inclusion, note that, given \( i \in A_j \) for \( j \neq 0 \), any gamble in \( D_i' \) can be expressed as a sum of gambles from \( \bigcup_{i \in A_k, k \geq 1} D_i \).

(b) From the monotonicity of the posi operator with respect to set inclusion, we deduce that
\[
 \text{posi}(D_0 \cup \bigcup_{i \in A_j, j \geq 1} D_i' \cup L^+) \cap L_{S_0} \supseteq \text{posi}(D_0 \cup \bigcup_{i \in A_j} D_i' \cup L^+) \cap L_{S_0} \supseteq \text{posi}(D_0 \cup \bigcup_{i \in A_j} (D_i' \cap L_{S_i} \cap L^+) \cap L_{S_0} \cup L_i' \cap L^+) \cap L_{S_0}. \]

Let us prove that the first inclusion is indeed an equality. For this, we shall prove that
\[
 \text{posi} \left( D_0 \cup \bigcup_{i \in A_j, j = 1, \ldots, k} D_i' \cup L^+ \right) \cap L_{S_0} = \text{posi} \left( D_0 \cup \bigcup_{i \in A_j, j = 1, \ldots, k-1} D_i' \cup L^+ \right) \cap L_{S_0} \tag{B.5}
\]
for any \( k > 1 \). Consider a gamble \( f \) on the left-hand side. Then there are \( f_0 \in D_0, f_i \in D_i' \cup \{0\} \) for every \( i \in \bigcup_{j=1}^{k} A_j \) such that \( f \geq f_0 + \sum_i f_i \). If \( f_i = 0 \) for every \( l \in A_k \), then trivially \( f \) belongs to the right-hand side. Assume next that \( f_i \neq 0 \) for some \( l \in A_k \). Then, there exists some adjacent node \( l' \in A_{k-1} \) in the path that connects \( l \) with the root node. From the RIP condition, it holds that
\[
 S_{l'} \cap S_0' \subseteq S_{l} \cap S_0' \text{ and for any other variable } j \in S_l \setminus S_{l'}, j \notin \bigcup \{ S_{l''} : l'' \neq l, f_{l''} \neq 0 \};
\]
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As a consequence, where and as a consequence Eq. (B.5) holds. Since we can do this for every \( L \), therefore also to \( l \) from the root node, i.e., at a distance greater than \( k \), a contradiction.

Since \( f_i \) is \( S'_i \)-measurable for every \( i \), we have that, for every \( x \),

\[
    f(x) = f(\pi_{S'_i}(x)) \geq [f_0 + \sum_i f_i](x) = f_0(\pi_{S'_i}(x)) + \sum_i f_i(\pi_{S'_i}(x)) \]

\[
= f_0(\pi_{S'_i}(x)) + \sum_{i \neq l} f_i(\pi_{S'_i}(x)) + f_l(\pi_{S'_i}(x)) + f_i(\pi_{S_i \cap S'_i}(x), \pi_{S_i \cup S'_i}(x)) \].

As a consequence,

\[
    f(x) = \sup\{ f(y) : \pi_{S'_i \cap S'_j}(x) = \pi_{S'_i \cap S'_j}(y) \} \geq \sup\{ f_0 + \sum_i f_i(y) : \pi_{S'_i \cap S'_j}(x) = \pi_{S'_i \cap S'_j}(y) \} \]

\[
= f_0(\pi_{S'_i}(x)) + \sum_{i \neq l} f_i(\pi_{S'_i}(x)) + \sup\{ f_l(y) : \pi_{S'_i \cap S'_j}(x) = \pi_{S'_i \cap S'_j}(y) \} \]

\[
= f_0(\pi_{S'_i}(x)) + \sum_{i \neq l} f_i(\pi_{S'_i}(x)) + f_l(\pi_{S'_i \cap S'_j}(x)) \],

where \( f_l \) is the \( S'_i \)-measurable gamble given by

\[
f_l(x) := \sup\{ f_i(y) : \pi_{S'_i \cap S'_j}(y) = \pi_{S'_i \cap S'_j}(x) \}. \tag{B.6}
\]

On the other hand, Eq. (B.6) implies that \( f_l \geq f_i \) and it is \( S'_i \cap S'_j \)-measurable. Thus, \( f_l \in \mathcal{D}' \cap \mathcal{L}_{S'_i \cap S'_j} \) and therefore also to \( \mathcal{D}' \) by construction (line 7 in Algorithm 1).

By repeating the process with all the cliques in \( A_k \), we end up with a number of gambles \( f'_0 \in \mathcal{D}_0 \cup \{ 0 \}, f'_i \in \mathcal{D}_i \cup \{ 0 \} \) for \( i \in \bigcup_{j=1}^{k-1} A_j \), such that \( f \geq f'_0 + \sum_i f'_i \). Therefore, \( f \in \text{posi}(\mathcal{D}_0 \cup \bigcup_{i \in A_1} \mathcal{D}_i \cup \mathcal{L}^+) \cap \mathcal{L}_{S'} \). But since \( f \) is \( \mathcal{L}_{S'} \)-measurable, we obtain that \( f \geq f_0 + \sum_{i \in A_1} f'_i \). Thus, \( f \in \text{posi}(\bigcup_{i \in A_1} (\mathcal{D}_i \cap \mathcal{L}_{S'} \cup \mathcal{L}^+) \cap \mathcal{L}_{S''} \).
Proof of Theorem 9. It suffices to take into account the following chain of equalities:

\[ \mathcal{E} \cap \mathcal{L}_{S_0} = \text{posi}(\bigcup_{i=1}^{q} \mathcal{D}_i \cup \mathcal{L}^+) \cap \mathcal{L}_{S_0} = \text{posi}(\mathcal{D}_0 \cup \bigcup_{i \in A_1} \mathcal{D}_i \cup \mathcal{L}^+) \cap \mathcal{L}_{S_0} = \text{posi}(\mathcal{D}_0 \cup \bigcup_{i \in A_2} \mathcal{D}_i \cup \mathcal{L}^+) \cap \mathcal{L}_{S_0} = \text{posi}(\mathcal{D}_0 \cup (\bigcup_{i \in A_3} \mathcal{D}_i \cap \mathcal{L}_{S_0}^c) \cup \mathcal{L}^+) \cap \mathcal{L}_{S_0} = \mathcal{D}_0'. \]

Here, the first and last equalities follow by definition; the second, from point (a) in Lemma 15; and the third and fourth, from point (b) in Lemma 15.

Proof of Theorem 10. First of all, by construction we have that

\[ \mathcal{D}_j'' \subseteq \text{posi}_{S_i^c}(\bigcup_{i=1}^{q} \mathcal{D}_i' \cap \mathcal{L}_{S_j'}) \subseteq \text{posi}(\bigcup_{i=1}^{q} \mathcal{D}_i \cup \mathcal{L}^+) \cap \mathcal{L}_{S_j'} = \mathcal{E} \cap \mathcal{L}_{S_j'} . \]

In order to establish the converse we partition the nodes of the graph into four groups:

- **E₁**: Nodes in the unique path that connects the root we had before with j (including these two). As an example, consider Figure 3 with the chosen root \{X₅, X₁₁\} and let j correspond to clique \{X₁, X₂\}. Then E₁ = \{\{X₁, X₂\}, \{X₂, X₄\}, \{X₄, X₅\}, \{X₅, X₁₁\}\}.

- **E₂**: Nodes in E₁ such that the path that connects them with j includes some clique from E₁ different from the root and j, and does not include the root. Using the example in the previous item, we get E₂ = \{\{X₂, X₃\}\}.

- **E₃**: Nodes in E₁ such that the path that connects them with j includes the root we had before. In the example: E₃ = \{\{X₅, X₆\}, \{X₇, X₈, X₉, X₁₀, X₁₁\}, \{X₇, X₈, X₁₂\}, \{X₈, X₁₃, X₁₅\}, \{X₁₃, X₄₁₄, X₁₅\}\}.

- **E₄**: Nodes in E₁ such that the path that connects them with j does not include any node from E₁, except j. In the case of the example, E₄ = ∅.

Denote Aᵢ = \bigcup_{i \in E_i} Sᵢ', for i = 1, ..., 4. If follows from RIP that the sets A₂ \ A₁, A₃ \ A₁ and A₄ \ A₁ are pairwise disjoint. To see this, note that the nodes in E₂ and E₃ are connected via E₁ (and similarly for E₂ and E₄ and for E₃ and E₄). As a consequence, if a variable j belongs to a node in E₂ and to a node in E₃ it should also belong to all the nodes in the path that connects them, and in particular to some node in E₁.

Take f ∈ \mathcal{E} \cap \mathcal{L}_{S_j'} By Eq. (2), this means that there are fᵢ ∈ Dᵢ for i = 1, ..., q such that \( f \geq \sum_{i=1}^{q} fᵢ \). Since \{E₁, ..., E₄\} forms a partition of \{1, ..., q\}, we can also write

\[
    f \geq \left( \sum_{i \in E₁} fᵢ \right) + \left( \sum_{i \in E₂} fᵢ \right) + \left( \sum_{i \in E₃} fᵢ \right) + \left( \sum_{i \in E₄} fᵢ \right).
\]

Thus, if we define \( gᵢ := \sum_{i \in Eᵢ} fᵢ \) for \( j = 1, ..., 4 \), we deduce that \( gᵢ \in \text{posi}(\bigcup_{i \in Eᵢ} Dᵢ) \) and that \( f \geq g₁ + g₂ + g₃ + g₄ \).

Define

\[
    g''(x) := \sup \{ gᵢ(y) : \pi_{Aᵢ ∩ Aⱼ}(y) = \pi_{Aᵢ ∩ Aⱼ}(x) \} \quad \text{for } i = 2, 3, 4.
\]

Then \( g'' \geq gᵢ \), whence \( g'' \in \text{posi}(\bigcup_{i \in Eᵢ} Dᵢ ∪ \mathcal{L}^+) \) for \( i = 2, 3, 4 \). Moreover, since \( A₂ \setminus A₁, A₃ \setminus A₁ \) and \( A₄ \setminus A₁ \) are pairwise disjoint and \( f \in \mathcal{L}_{S_j'} \subseteq \mathcal{L}_{A₁} \), it follows that for all x,

\[
    f(x) = f(\pi_{A₁}(x)) \geq g₁(\pi_{A₁}(x)) + g₂(\pi_{A₁ \setminus A₂}(x), \pi_{A₁ \setminus A₂}(x)) + g₃(\pi_{A₁ \setminus A₃}(x), \pi_{A₁ \setminus A₃}(x)) + g₄(\pi_{A₁}(x), \pi_{A₁ \setminus A₄}(x)),
\]
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whence
\[ f(x) \geq g_1(\pi_{A_i}(x)) + \max_{\pi_{A_i \cap A_j}(y) = \pi_{A_i \cap A_j}(x)} g_2(y) + \max_{\pi_{A_i \cap A_j}(y) = \pi_{A_i \cap A_j}(x)} g_3(y) + \max_{\pi_{A_i \cap A_j}(y) = \pi_{A_i \cap A_j}(x)} g_4(y) \]
\[ = g_1(x) + g'_2(x) + g'_3(x) + g'_4(x). \]

Now, by construction:

- \( g'_2 \in \mathcal{L}_{A_2 \cap A_1} \subseteq \mathcal{L}_{A_1} \); by Algorithm 1, we deduce that \( g'_2 \in \text{posi}(\cup_{i \in E_1} \mathcal{D}'_i \cup \mathcal{L}^+) \).
- \( g'_3 \in \mathcal{L}_{A_3 \cap A_1} = \mathcal{L}_{S_0}' \); by Algorithm 1, we deduce that \( g'_3 \in \mathcal{D}'_0 \).
- \( g'_4 \in \mathcal{L}_{A_4 \cap A_1} = \mathcal{L}_{S_1}' \); by Algorithm 1, we deduce that \( g'_4 \in \mathcal{D}'_1 \),

while \( g_1 \in \text{posi}(\cup_{i \in E_1} \mathcal{D}_i) \subseteq \text{posi}(\cup_{i \in E_1} \mathcal{D}'_i) \).

As a consequence, \( f \in \text{posi}(\cup_{i \in E_1} \mathcal{D}'_i \cup \mathcal{D}''_{i-1} \cup \mathcal{L}^+) \). Let us denote the indices in \( E_1 \) as \( l_0, l_1, \ldots, l_k \), where \( l_0 = j \) and \( l_i \) is the unique node in \( E_1 \) at a distance \( i \) from \( j \) and \( l_k \) is the root. Then we have \( f \geq \sum_{i=0}^k h_i \), where \( h_i \in \mathcal{D}'_{i_l} \cup \{0\} \) for every \( i \). Let us prove that
\[ f \in \text{posi}(\cup_{i=0}^{k-1} \mathcal{D}_i' \cup \mathcal{D}''_{i} \cup \mathcal{L}^+). \]

If \( h_k = 0 \), this holds simply taking into account that \( \mathcal{D}'_{k-1} \subseteq \mathcal{D}'_{k-1} \). Assume next that \( h_k \neq 0 \), and let us define
\[ h'_k(x) := \max\{h_k(y) : \pi_{S^\ast_{k-1} \cap S^\ast_{k}}(y) = \pi_{S^\ast_{k-1} \cap S^\ast_{k}}(x)\}. \]

Note that the nodes \( l_k \) (the root) and \( l_{k-1} \) are adjacent, since the root \( l_k \) is at distance \( k \) from \( j \) and node \( l_{k-1} \) is at distance \( k - 1 \). As a consequence, \( S^\ast_{k} \cap S^\ast_{k-1} \neq \emptyset \).

By definition, \( h'_k(x) \geq h_k(x) \), whence \( h'_k \in \mathcal{D}'_{k} \). Since it also belongs to \( \mathcal{L}_{S^\ast_{k-1} \cap S^\ast_{k}} \), we deduce that \( h'_k \in \mathcal{D}''_{k-1} \), by line 7 in Algorithm 2. Now,
\[ (\forall x) f(x) = f(\pi_{S^\ast_{0} \cap S^\ast_{l_0}}(x)) \geq \sum_{i=0}^{k-1} h_i(\pi_{S^\ast_{i} \cap S^\ast_{k}}(x)) + h_k(\pi_{S^\ast_{k-1} \cap S^\ast_{k}}(x)) = \sum_{i=0}^{k-1} h_i(\pi_{S^\ast_{i} \cap S^\ast_{k}}(x)) + h_k(\pi_{S^\ast_{k} \cap S^\ast_{k-1} \cap S^\ast_{k}}(x)). \]

If we denote \( B := \{S^\ast_{l_0} \setminus S^\ast_{l_1} \} \), then \( B \subseteq S^\ast_{l_1} \setminus S^\ast_{l_1} \), and moreover, \( B = S^\ast_{l_1} \setminus S^\ast_{l_1} \subseteq S^\ast_{l_1} \) for every \( i = 0, \ldots, k - 1 \) (by RLP), or, equivalently, \( S^\ast_{l_i} \subseteq B \) for every \( i = 0, \ldots, k - 1 \). As a consequence,
\[ f(x) \geq \max_{\pi_{S^\ast_{i} \cap S^\ast_{l_0} \cap S^\ast_{k-1}}(x)} \sum_{i=0}^{k-1} h_i(\pi_{S^\ast_{i} \cap S^\ast_{l_0} \cap S^\ast_{k-1}}(x)). \]

Thus, \( f \in \text{posi}(\cup_{i=0}^{k-1} \mathcal{D}'_i \cup \mathcal{D}''_{i} \cup \mathcal{L}^+ \cup \mathcal{L}^+) \), taking into account that \( \mathcal{D}'_{k-1} \subseteq \mathcal{D}''_{k-1} \).

With a similar procedure, we can deduce that \( f \in \text{posi}(\cup_{i=0}^{k-2} \mathcal{D}'_i \cup \mathcal{D}''_{i+2} \cup \mathcal{L}^+) \), and eventually that \( f \in \text{posi}(\cup_{i=0}^{k} \mathcal{D}'_i \cup \mathcal{D}''_{i} \cup \mathcal{L}^+) \). If we now use that \( f \in \mathcal{L}_{S^\ast_{l_0}} \), then we are also able to deduce that \( f \in \text{posi}(\cup_{i=0}^{k} \mathcal{D}'_i \cup \mathcal{D}''_{i} \cup \mathcal{L}^+) \), by line 7 in Algorithm 2.

This proves the inclusion \( \mathcal{E} \cap \mathcal{L}_{S^\ast_{l_0}} \subseteq \mathcal{D}'_{l_0} \cup \mathcal{D}''_{l_0} \). As a consequence, we have the equality.

**Lemma 16.** Consider variables \( X_1, \ldots, X_r \) and separately coherent conditional sets of desirable gambles \( \mathcal{D}_O \mid X_{l_j} \), \( j = 1, \ldots, r \), such that \( I_1 = \emptyset \) and \( O_j \cap (\cup_{k<j} O_k \cup I_k) = \emptyset \) for \( j = 2, \ldots, r \). Then \( \mathcal{D}_O \mid X_{l_j}, j = 1, \ldots, r \) avoid partial loss.
Proof. Consider gambles \( f_i \cup \{0\} \in \mathcal{D}_i \) for \( i = 1, \ldots, r \), not all of them equal to zero, and let us prove that there exists some \( x \in \mathcal{X} \) such that \( \sum_{i=1}^r f_i(x) > 0 \).

Assume for the moment that \( f_i \neq 0 \) for every \( i = 1, \ldots, r \). Then since \( \mathcal{D}_{O_1} \) is an unconditional set of desirable gambles, being \( I_1 = \emptyset \), there exists some \( x_1 \in \mathcal{X}_{O_1} \) such that \( f_1(x_1) > 0 \). Consider now \( y_1 \in \mathcal{X}_{O_1 \cup I_2} \) such that \( \pi_{O_1}(y_1) = x_1 \). Since \( \mathcal{D}_{O_2} \big| X_{I_2} \) is separately coherent, there must be some \( x_2 \in \mathcal{X}_{O_2 \cup I_2 \cup O_1} \) such that \( \pi_{O_1 \cup I_2}(x_2) = y_1 \) and \( f_2(\pi_{O_2}(x_2), \pi_{I_2}(x_2)) > 0 \).

Next we consider \( y_2 \in \mathcal{X}_{I_2 \cup \bigcup_{j \neq 1} O \cup I_j} \) such that \( \pi_{I_2 \cup O \cup I_j}(y_2) = x_2 \). Since \( \mathcal{D}_{O_1 \cup I_2} \) is separately coherent, there must be some \( x_3 \in \mathcal{X}_{I_2 \cup O \cup I_j} \) such that \( \pi_{O \cup I_j}(x_3) = y_2 \) and \( f_2(\pi_{O_2}(x_3), \pi_{I_2}(x_3)) > 0 \).

If we proceed in this manner, we obtain \( x_{1}, \ldots, x_{r} \) such that \( \pi_{\bigcup_{k < j} O \cup I_k}(x_j) = x_{j-1} \) for \( j = 2, \ldots, r \), and such that \( f_j(\pi_{O_j \cup I_j}(x_j)) > 0 \). As a consequence,

\[
\sum_{j=1}^r f_j(x_r) = \sum_{j=1}^r f_j(\pi_{O_j \cup I_j}(x_r)) = \sum_{j=1}^r f_j(\pi_{O_j \cup I_j}(x_j)) > 0.
\]

Finally, when there is some \( i \in \{1, \ldots, r\} \) such that \( f_i = 0 \), we consider an arbitrary \( x_i \in \mathcal{X}_{\bigcup_{j < i} O \cup I_j} \) satisfying \( \pi_{\bigcup_{j < i} O \cup I_j}(x_i) = x_i - 1 \), and proceed as in the proof above. \( \square \)

Proof of Proposition 11. Let \( B' := \{ B \in B : |B| > 1 \} \) be the set of indices of the templates that belong to some superblock and denote \( C := \bigcup_{B \in B'} B \) the remaining indices. For each \( B \in B' \), denote \( C_B := \bigcup_{j \in B}(O_j \cup I_j) \) the indexes of variables in the templates associated with superblock \( B \). Then it follows from the definitions of the superblocks that the sets \( \{C_B : B \in B'\} \) are pairwise disjoint. As a consequence, if \( \bigcup_{j \in B} \mathcal{D}_{O_j \big| X_{I_j}} \) avoids partial loss for every \( B \in B' \), we trivially obtain that \( \bigcup_{B \in B'} \bigcup_{j \in B} \mathcal{D}_{O_j \big| X_{I_j}} \) avoids partial loss. If we denote \( A := \bigcup_{j \in C}(O_j \cup I_j) \), this means that the set

\[
\mathcal{D}^* := \text{posi}_A(\bigcup_{B \in B'} \bigcup_{j \in B} \mathcal{D}_{O_j \big| X_{I_j}} \cup \mathcal{L}^+ \big)
\]

is a coherent set of gambles on \( \mathcal{L}_A \).

By [64, p. 115, lines 6–11], for each \( j \in C \) it holds that \( O_j \cap A = \emptyset \). Moreover, [97, Lemma 1] implies the existence of an order \( \{j_1, \ldots, j_l\} \) of \( C \) so that \( O_{j_l} \cap \bigcap_{m = l}^{n} (O_{j_m} \cup I_{j_m}) = \emptyset \).

This means that the sets \( \mathcal{D}^*, \mathcal{D}_{O_{j_1} \big| X_{I_{j_1}}}, \ldots, \mathcal{D}_{O_{j_l} \big| X_{I_{j_l}}} \) satisfy the hypotheses of Lemma 16, and as a consequence they avoid partial loss. Since \( \mathcal{D}^* \) is a superset of \( \bigcup_{j \in C} \mathcal{D}_{O_j \big| X_{I_j}} \), we deduce that \( \bigcup_{j=1}^{n} \mathcal{D}_{O_j \big| X_{I_j}} \) avoids partial loss. \( \square \)

Lemma 17. Let \( \mathcal{D}_1 \) be a set of desirable gambles that is coherent with respect to \( \mathcal{L}_{O_1} \), and \( \mathcal{D}_{O_2} \big| X_{I_2} \) be a separately coherent conditional set of desirable gambles, where \( O_2 \cap (O_1 \cup I_2) = \emptyset \). Then \( \mathcal{D}_{O_1}, \mathcal{D}_{O_2} \big| X_{I_2} \) are compatible.

Proof. We may assume without loss of generality that \( O_1 \cup O_2 \cup I_2 = \{1, \ldots, n\} \).

Consider first of all the case where \( O_1 = I_2 \). Then it follows from [69, Proposition 29] that the set

\[
\mathcal{D} := \{f_1 + f_2 : f_1 \in \mathcal{D}_{O_1} \cup \{0\}, (\forall x_1 \in X_{O_1}) f_2(x_1, \cdot) \in \mathcal{D}_{O_2 \big| X_{I_2}} \setminus \{0\} \} \cup \{0\}
\]

is a coherent superset of \( \mathcal{D}_{O_1}, \mathcal{D}_{O_2} \big| X_{I_2} \). Let us prove that it induces \( \mathcal{D}_{O_1}, \mathcal{D}_{O_2} \big| X_{I_2} \) by means of marginalization and conditioning:

\[\begin{align*}
\text{o} \quad \text{Consider } f \in \mathcal{D} \cap \mathcal{L}_{O_1} \text{. Then there are } f_1 \in \mathcal{D}_{O_1} \cup \{0\}, f_2 \in \mathcal{D}_{O_2} \big| X_{O_1} \cup \{0\} \text{ such that } f \geq f_1 + f_2. \text{ If } f_2 = 0, \text{ the result is trivial. Assume then that } f_2 \neq 0. \text{ Define } f_2' \text{ on } \mathcal{L}_{O_1} \text{ by}
\end{align*}\]

\[
f_2'(x) := \text{sup}\{f_2(y) : \pi_{O_1}(y) = \pi_{O_1}(x)\}.
\]

Then for every \( x_1 \in X_{O_1} \) such that \( f_2(x_1, \cdot) \neq 0 \), it follows from the coherence of \( \mathcal{D}_{O_2} \big| X_{I_1} \) that \( 0 \leq \text{sup}_{x_2 \in X_{O_2}} f_2(x_1, x_2) = f_2'(x_1) \). Thus, \( f_2' \in \mathcal{L}_{O_1}^+ \subseteq \mathcal{D}_{O_1} \). Moreover, we have

\[
(\forall x) f(x) = f(\pi_{O_1}(x)) \geq (f_1 + f_2)(x) = f_1(\pi_{O_1}(x)) + f_2(\pi_{O_1}(x), \pi_{O_2}(x)) \Rightarrow f \geq f_1 + f_2'.
\]

As a consequence, \( f \in \mathcal{D}_{O_1} \).
\[ \text{Fix next } x_1 \in X_{O_1}, \text{ and take } f \in \mathcal{D} \text{ such that } f = \mathbb{1}_{x_1} f. \text{ Then there must be } f_1 \in \mathcal{D}_{O_1} \cup \{0\}, f_2 \in \mathcal{D}_{O_2} \cap \mathcal{X}_{O_1} \text{ such that } f \geq f_1 + f_2. \text{ Assume that } f_2 \neq 0; \text{ otherwise } f \geq \mathbb{1}_{x_1} f_2 \in \mathcal{D}_{O_2} \cap \mathcal{X}_{O_1}. \text{ For any } x_1' \neq x_1, \text{ it holds that } \mathbb{1}_{x_1'} f = 0 \geq f_1(x_1') + f_2(x_1'), \text{ and, taking into account that } f_2(x_1') \in \mathcal{D}_{O_2} (x_1') \cup \{0\}, \text{ this means that } f_1(x_1') \leq 0 \text{ for every } x_1' \neq x_1. \text{ Since } \mathcal{D}_{O_1} \text{ is coherent, this implies that } f_1(x_1) > 0. \text{ But then } f(x_1, \cdot) \geq f_2(x_1, \cdot) \text{ and as a consequence } f \in \mathcal{D}_{O_2} \cap \mathcal{X}_{O_1}. \]

We consider next the general case. Let us define the conditional set of desirable gambles \( \mathcal{D}_{O_1} | X_{O_1} \cup \mathcal{I}_{O_1} \) by

\[
\mathcal{D}'_{O_1} | X_{O_1} \cup \mathcal{I}_{O_1} := \cup_{x \in \mathcal{X}_{O_1} \cup \mathcal{I}_{O_1}} \mathcal{D}'_{O_2} | x, \text{ with } \mathcal{D}'_{O_2} | x := \mathcal{D}_{O_2} | \pi_{I_2}(x).
\]

Then by Definition 16 \( \mathcal{D}'_{O_2} | X_{O_1} \cup \mathcal{I}_{O_1} \) is a separately coherent conditional set of desirable gambles. Consider also

\[
\mathcal{D}'_{O_1 \cup \mathcal{I}_{O_1}} := \pos_{O_1 \cup \mathcal{I}_{O_1}} (\mathcal{D}_{O_1} \cup \mathcal{L}^+),
\]

the natural extension of \( \mathcal{D}_{O_1} \) to \( \mathcal{L}_{O_1 \cup \mathcal{I}_{O_1}} \). This is a coherent set of desirable gambles that satisfies \( \mathcal{D}'_{O_1 \cup \mathcal{I}_{O_1}} \cap \mathcal{L}_{O_1} = \mathcal{D}_{O_1} \).

Applying the first part of the proof, \( \mathcal{D}'_{O_1 \cup \mathcal{I}_{O_1}} \cap \mathcal{L}_{O_1} \cup \mathcal{I}_{O_1} = \mathcal{D}_{O_1} \cap \mathcal{L}_{O_1} = \mathcal{D}_{O_1} \).

Let us prove that \( \mathcal{D} \) also induces \( \mathcal{D}_{O_2} | X_{I_2} \). Consider \( x \in \mathcal{X}_{I_2} \), and take \( f \in \mathcal{D} \cap \mathcal{L}_{O_2 \cup \mathcal{I}_{O_2}} \) satisfying \( f = \mathbb{1}_x f \). Then

\[
f \geq g + h \text{ for } g \in \mathcal{D}_{O_1 \cup \mathcal{I}_{O_1}}, h \in \mathcal{D}'_{O_2} | X_{O_1} \cup \mathcal{I}_{O_1}.
\]

For every \( y \in \mathcal{X}_{O_1} \cup \mathcal{I}_{O_1} \) with \( \pi_{I_2}(y) \neq x \), we have that

\[
f(y, \cdot) = 0 = g(y, \cdot) + h(y, \cdot),
\]

and since \( \sup h(y, \cdot) \geq 0 \) because \( h(y, \cdot) \in \mathcal{D}'_{O_2} | y \cup \{0\} \), it must be \( g(y) \leq 0 \). Therefore, \( g(y) \leq 0 \) for every \( y \) such that \( \pi_{I_2}(y) \neq x \), and since we are assuming that \( g \in \mathcal{D}'_{O_1 \cup \mathcal{I}_{O_1}} \cup \{0\} \), there must be some \( y \) with \( \pi_{I_2}(y) = x \) and \( g(y) \geq 0 \).

We obtain that \( f(y, \cdot) \geq h(y, \cdot) \in \mathcal{D}'_{O_2} | y = \mathcal{D}_{O_2} | x \). Since we are assuming that \( f \in \mathcal{L}_{O_2 \cup \mathcal{I}_{O_2}} \), then it must be \( f(y, \cdot) = f(x, \cdot) \), and then \( f(x, \cdot) \geq h(x, \cdot) \in \mathcal{D}_{O_2} | x \).

**Proof of Theorem 12.** Let \( B' := \{ B \in B : |B| > 1 \} \) be the indices of the superblocks determined by some source of contradiction. For any \( B \in B' \), let \( C_B := \cup_{j \in B}(O_j \cup I_j) \). Then it follows from the definitions of the superblocks that the sets \( \{C_B : B \in B'\} \) are pairwise disjoint. As a consequence, if \( \cup_{B \in B'} B' \subset B \) is compatible for every \( B \in B' \), we trivially obtain that \( \cup_{B \in B'} \cup_{B \in B'} B \cap C_B \subset B \) is compatible: the coherent sets of desirable gambles \( \{B_B : B \in B'\} \) that induce them involve disjoint sets of variables, and as a consequence of Theorem 2, their natural extension, given by

\[
\mathcal{D}_0 := \{ f \neq 0 : f \geq \sum_{B \in B} f_B \} \text{ for some } f_B \in \mathcal{D}_B \cup \{0\}, B \in B',
\]

has marginals \( \{B_B : B \in B'\} \) and so induces \( \mathcal{D}_{O_i} | X_{I_i} \) for \( j \in B \in B' \).

Let \( C := \{1, \ldots, r\} \setminus \cup_{B \in B'} B \) be the remaining indices. Then if we denote \( A := \cup_{j \in C}(O_j \cup I_j) \), it holds that \( \mathcal{D} \) is a coherent set of desirable gambles on \( \mathcal{L}_A \).

By [64, p. 115, lines 6–11], for each \( j \in C \) it holds that \( O_j \cap A = \emptyset \). Moreover, [97, Lemma 1] implies the existence of an order \( \{j_1, \ldots, j_r\} \) of \( C \) so that \( O_{j_m} \cap (m' < m)(O_{j_m} \cup I_{j_m}) = \emptyset \).

We now show that the algorithm produces the natural extension in an iterative manner:

- By Lemma 17, the sets \( \mathcal{D} \) and \( \mathcal{D}_{O_i} | X_{I_i} \) are compatible. Let \( \mathcal{D}_1 \) denote their natural extension. Since \( \mathcal{D}_1 \cap \mathcal{L}_A = \mathcal{D} \), it follows that \( \mathcal{D}_1 \) also induces the sets \( \mathcal{D}_{O_i} | X_{I_i} \) for every \( j \in B \in B' \) by means of Eq. (7).
- \( \mathcal{D}_1 \) is a coherent set of desirable gambles with respect to \( S_1 := A \cup (O_{j_1} \cup I_{j_1}) \), while \( \mathcal{D}_{O_1} | X_{I_1} \) is a separately coherent conditional set of desirable gambles such that \( O_{j_1} \cap (S_1 \cup I_{j_1}) = \emptyset \). If we now apply Lemma 17 again, we conclude that \( \mathcal{D}_1, \mathcal{D}_{O_1} | X_{I_1} \) are also compatible, whence their natural extension \( \mathcal{D}_2 \) also has marginal \( \mathcal{D}_1 \) (whence it induces \( \mathcal{D}_{O_1} | X_{I_1} \) for every \( j \in B \in B' \) and \( \mathcal{D}_{O_1} | X_{I_1} \)).
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\( D \) and, iterating, that define a gamble then so is partial loss. By construction, \( D \) prove that \( f \) define the \( S \) and therefore \( g \) for every \( j \) such that \( f \geq g \). If \( f = 0 \), we are done. If \( f \neq 0 \), we define the \( S \)-measurable gamble \( g' \) by

\[
g'(x) := \sup\{g(y) : \pi_{S}(y) = \pi_{S}(x)\}.
\]

Since \( f \in L_{S} \), we deduce that \( f \geq g' \), and since \( g' \geq g \), we get that \( g' \in D \cap L_{S} \). Thus, \( f \in \posi(D \cap L_{S}) = D' \). The inclusion \( D' \subseteq \mathbb{E}_{2} \) is trivial.

Assume next that the result holds up to \( j - 1 \), so that \( D'_{j-1} = \posi(L_{j} \cup D_{1} \cup \ldots \cup D_{j-1}) \cap L_{S_{j-1}} \). We must prove that

\[
\posi(L_{j} \cup D'_{j-1} \cup D_{j}) \cap L_{S_{j}} = \posi(L_{j} \cup D_{1} \cup \ldots \cup D_{j}) \cap L_{S_{j}}.
\]

(\( \subseteq \)) It suffices to take into account that \( D'_{j-1} \) is included in \( \posi(L_{j} \cup D_{1} \cup \ldots \cup D_{j}) \) by construction.

(\( \supseteq \)) Consider a gamble \( f \in \posi(L_{j} \cup D_{1} \cup \ldots \cup D_{j}) \). Then, there are \( g_{i} \in D_{i} \cup \{0\} \) for \( i = 1, \ldots, j \) such that \( f \geq g_{1} + \ldots + g_{j} \).

Let us define the \( S_{j} \)-measurable gamble \( g' \) by

\[
g'(x) := \sup\{(g_{1} + \ldots + g_{j})(y) : \pi_{S}(y) = \pi_{S}(x)\}
\]

for every \( x \in \mathcal{X} \). Then by construction \( g' \geq g_{1} + \ldots + g_{j-1} \), whence \( g' \in \posi(L_{j} \cup D_{1} \cup \ldots \cup D_{j-1}) \). On the other hand, \( g' \in L_{S_{j}} \), and since \( g_{i} \in L_{S_{i}} \) for \( i = 1, \ldots, j-1 \), it follows that \( g_{1} + \ldots + g_{j-1} \in L_{j-1} \), whence \( g' \in L_{(U_{i=1}^{j-1}S_{i}) \cap S_{j}} = L_{S_{j-1}} \), where the equality follows by hypothesis. Thus, \( g' \) belongs to \( L_{S_{j-1}} \), and therefore \( g' \in D'_{j-1} \), by the induction hypothesis.

Since moreover \( f \geq g' + g_{j} \), because \( f \in L_{S_{j}} \), we conclude that \( f \in \posi(L_{j} \cup D'_{j-1} \cup D_{j}) \) and

This concludes the first part of the proof. Assume now that \( D' \) is coherent, and let us prove that \( D_{1}, \ldots, D_{r} \) avoid partial loss. By construction, \( D' \) is the restriction to \( L_{S_{r}} \) of the natural extension of \( D'_{r-1} \cup D_{r} \). Thus, if \( D_{r} \) is coherent, then so is \( D'_{r-1} \). Therefore, if \( D'_{r} \) is coherent we deduce that so is \( D' \) for every \( j = 1, \ldots, r-1 \).

This means that 0 \( \notin \posi(L_{j} \cup D'_{r-1} \cup D_{r}) \). If 0 \( \in \posi(L_{j} \cup D'_{r-2} \cup D_{r-1} \cup D_{r}) \), then there are \( f \in D'_{r-2} \cup \{0\}, g \in D_{r-1} \cup \{0\}, h \in D_{r} \) and \( f \geq g + h \). But \( f + g \in \posi(L_{j} \cup D'_{r-2} \cup D_{r-1}) \), and we can define a gamble \( f' \in L_{S_{r-2} \cap S_{r-1}} \) so that \( 0 \geq f' + g + h \). Since \( f' + g \in \posi(L_{j} \cup D'_{r-2} \cup D_{r-1} \cap S_{r-1}) = D'_{r-1} \), we deduce that 0 \( \in \posi(L_{j} \cup D'_{r-1} \cup D_{r}) \), a contradiction with the coherence of \( D_{r} \).

With a similar reasoning, we deduce that

\[
0 \notin \posi(L_{j} \cup D'_{r-3} \cup D'_{r-2} \cup D_{r-1} \cup D_{r}),
\]

and, iterating, that

\[
0 \notin \posi(L_{j} \cup D'_{1} \cup D_{2} \cup \ldots \cup D_{r}) = \posi(L_{j} \cup D_{1} \cup D_{2} \cup \ldots \cup D_{r}),
\]

whence \( D_{1}, \ldots, D_{r} \) avoid partial loss. \( \square \)
Proof of Proposition 14. Let us show that the axioms A1–A6 are satisfied:

A1. Commutativity follows trivially from Eq. (A.3). To prove associativity, consider three coherent sets of desirable gambles \( D_1, D_2, D_3 \). Then

\[
f \in D_1 \otimes D_2 \otimes D_3 \iff f \geq g_1 + g_2 + g_3 \text{ for some } g_i \in D_i \cup \{0\} \text{ (} i = 1, 2, 3 \text{)}
\]

\[
\iff f \geq g + g_3 \text{ for some } g \in \text{posi}(D_1 \cup D_2) \cup \{0\}, g_3 \in D_3 \cup \{0\}
\]

\[
\iff f \in \text{posi}(D_1 \cup D_2) \cup \{0\} \cup \text{posi}(D_3 \cup \mathcal{L}^+ + \mathcal{L}^+)
\]

\[
\iff f \in \text{posi}(D_1 \cup D_2) \cup \text{posi}(D_3 \cup \mathcal{L}^+ + \mathcal{L}^+)
\]

\[
\iff f \in (D_1 \otimes D_2) \otimes D_3.
\]

Thus, the combination operator is associative.

A2. The first property follows immediately from Eq. (A.3), and the second from Eq. (A.2).

A3. This is an immediate consequence of Eq. (A.2).

A4. For any coherent set of desirable gambles \( D \) relative to \( \mathcal{L}_S(X) \) and any \( D \subseteq D' \subseteq S \), it holds that \( D^{1D} = D \cap \mathcal{L}_D(X) = D \cap \mathcal{L}_D(X) \cap \mathcal{L}_{D'}(X) = (D^{1D'})^{1D} \).

A5. Consider coherent sets of desirable gambles \( D_1, D_2 \) relative to \( \mathcal{L}_{S_1}, \mathcal{L}_{S_2} \), respectively. Then

\[
f \in (D_1 \otimes D_2)^{1S_1} \iff f \geq g_1 + g_2 \text{ for some } g_1 \in D_1 \cup \{0\}, g_2 \in D_2 \cup \{0\}, f \in \mathcal{L}_{S_1}
\]

\[
\iff f(x) \geq g_1(x) + \sup_{y \in \pi_{S_1}(x_{S_1 \cap S_2})} g_2(y) \text{ for some } g_1 \in D_1 \cup \{0\}, g_2 \in D_2 \cup \{0\}
\]

\[
\iff f \geq g_1 + g_2 \text{ for some } g_1 \in D_1 \cup \{0\}, g_2 \in (D_2 \cap \mathcal{L}_{S_1 \cup S_2}) \cup \{0\}
\]

\[
\iff f \in D_1 \otimes (D_2^{1S_1 \cap S_2}.
\]

A6. Given a set of variables \( S \subseteq N \), the vacuous set of desirable gambles \( e_S := \mathcal{L}^+(X_S) \) satisfies the properties of the neutral element.  

\[\square\]
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